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1 Open issues
1.1 Issues as of 2012/10/12

e [ssues with (our) trees
e control sample MC with reduced statistics. This makes the systematics
for the control sample somewhat useless.

e B® — utu~ MC with wrong trigger setup (i.e. useless). This produces
the NaN in some tables.

o A, — puv MC with wrong setup (i.e. useless) We replaced it with the
2011 version.

e Fig. 22: The absolute level of the significance should not be taken too seriously (relies
on the signal MC luminosity).

e We should meditate on all numbers, and compare with AN-12-238.

1.2 Issues as of 2012/10/24

Compared to the previous version of this document, we realized that there was a gen-level
filter on the signal MC (not what was requested). This changes the acceptance down by 40%
and affects the expected signal yield. In this version, all numbers are corrected for this.

e we don’t yet have the final 2012 muon selection trees ready (the selection is coded
and described in the text)

e we don’t yet have the final 2012 data book keeping ready (i.e. the 2012 data trees
still lack the final validation)

o the trigger efficiency looks somewhat different (lower) between 2012 and the 3e33
menu of 2011. This should be understood.

e since we don’t yet have the final trees, the expected sensitivity is not yet computed.
Tab. 24 contains the uptodate numbers, however.
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4 2 Introduction

2 Introduction

In recent years, the particle physics community has gained new insights into flavor physics
and CP violation from the analysis of data from B factories and the Tevatron. The data shows
that the Cabibbo-Kobayashi-Maskawa (CKM) matrix is the dominant source of flavor-changing
interactions and CP violation. New effects could not (yet) be conclusively established. With
the advent of the LHC, the field has entered a new phase in the testing of the flavor sector
of the Standard Model (SM), most notably through BY-meson decays. In this respect, two of
the most promising channels for detecting signals of new physics (NP) are the rare decays
BY — yTp~and B — pTu~ [1].

2.1 Theory

The leptonic decay modes Bg( 40 (0~ (where £ = e, u)! have a highly suppressed rate in the

SM. This is because they involve flavor-changing neutral current (FCNC) transitions, b — s(d),
which are forbidden at tree-level and can only proceed through high-order diagrams that are
described by electroweak penguin and box diagrams at the one loop level (see Figure 1). In
addition, the decays are helicity suppressed by factors of m? [2].

- ~0
b WX + — _
bt A w |
N 3 so Z%H%h0
t,c,u |d v .
s(d) L 5 - s(d) . W—,)"('O |+
) W5 X b)

Figure 1: [llustration of the rare decays Bg( Q) (T4~ In the SM, these decays proceed through

W= and Z° bosons in a box diagram (a) and Z-penguin (b) interactions. The box diagram
is suppressed by a factor of m?,/m? ~ 0.2 with respect to the Z-penguin diagram. In SM
extensions (e.g., in the MSSM) new particles (e.g., charginos, neutralinos x°, Higgs bosons and
supersymmetric partners of the quarks and leptons) can contribute to the process and thereby
can increase the expected branching fraction by orders of magnitude.

Given that these processes are highly suppressed in the SM, they are potentially sensitive
probes for physics beyond the SM. The branching fraction for these decays can be enhanced in
NP models, although in most models the rates can also be lowered [3], depending on specific
parameters. The branching fraction change arises mostly from scalar or pseudo-scalar cou-
plings which are not helicity suppressed. The decays B’ — u* ™ provide a unique sensitivity
to such couplings.

In the Minimal Supersymmetric extension of the Standard Model (MSSM), the rates are greatly
enhanced by large values of tan j [4, 5]. In supersymmetric models with modified minimal fla-
vor violation (MFV), the branching fraction can be increased by up to four orders of magnitude
at large tan B [6]. A measurement of both B — u*pu~and B — u*u~decays are interesting
since they can be enhanced separately even at low tan f in specific models containing lepto-
quarks [7] and supersymmetric models with non-universal Higgs masses [8].

The branching fraction enhancement for B! — u*u~in the MSSM is proportional to tan®B,
which provides a certain sensitivity to tan [9]. There has been significant interest, in the
past [10], in using the decay mode B! — uTp to “measure” the key parameter tan B of the

!Charge conjugation is implied throughout this note; exceptions will be clearly spelled out.
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2.2 Other experiments 5

MSSM and to constrain other extensions of the SM. The determination of tan f is difficult—
there is not a general technique to measure it at hadron colliders—yet all supersymmetric ob-
servables depend on it. It has been shown that with very general assumptions that do not
depend on specific models, it is possible to put significant lower (and to a lesser extent also
upper) bounds on tan B. Since however, based on very general principles, tanf is constrained
from above [11], already a lower bound on tan B is arguably tantamount to a measurement.

Since the observation of B) — uu~ seems imminent (at least if the decay proceeds at the SM
level), a renewed theoretical assessement of the SM expecation [12] has taken place and new
observables [13] have been found. The effects of radiative corrections, pointed out in Ref. [14],
has been taken into account in this analysis and therefore does not lead to a decrease of the
physically observable branching fraction.

2.2 Other experiments

The searches for the rare B decays at the Y(4S) resonance, i.e., the CLEO, Belle, and BABAR
experiments, have no sensitivity to B decays. However, the CDF and D0 experiments at the
Tevatron have sensitivity to the decay B! — uu~. The D0 experiment cannot discriminate
between the decay B} — utpu~and B® — u ' because of its limited mass resolution?. So far,
neither CDF nor D0 have found evidence for the decay. The current best limits from CLEO [15],
Belle [16], BABAR [17], CDF [18], DO [19], and LHCb [20] are shown in Table 1 together with
the SM expectation.

Table 1: The expected branching ratios in the Standard Model [2] and the current best upper
limits (U.L.) at the 95% C.L. The experimental results are ordered chronologically.

Mode B — utu- BY — utu- BY — ete”
SM Expect. | (32+02)x 1077 [ (1.0£0.1) x 107 [ (25£0.1) x 10 P
CLEO [15] - 6.1 x 1077 8.3 x 1077
BELLE [16] - 1.6 x 1077 1.9 x 1077
BABAR [17] - 6.1 x 1078 8.3 x 1078
DO [19] 5.1 %108 - -
CDF [21] 4.0x 1078 6.0(7.6) x 1077 -
CMS [22] 1.6 x 1078 3.7(4.6) x 1077 -
LHCb [23] 1.2 x 1078 2.6(3.2) x 1077 -
CMS [24] 7.7 x107° 1.8(1.6) x 10~° -
LHCb [25] 45 x107° 1.1(1.4) x 10~° -
ATLAS [26] 22x10°8 - -

The Tevatron has not integrated enough luminosity for the DO and CDF experiments to mea-
sure this process at the SM expectation. Their analyses have been tuned for high efficiency
and are limited by backgrounds. The baton has been passed to the LHC experiments CMS and
LHCb.

2.3 Analysis Overview

In this (blind) analysis we search simultaneously for the decay B — u"u~ and B — utu~.
We perform two analyses: (1) a counting experiment in a one-dimensional signal window in the
dimuon mass distribution centered on the B? (B®) meson mass, and (2) an unbinned maximum
likelihood fit to the dimuon mass window.

2The signal mass window in D0 is 5.047 < m,;, < 5.622 GeV.
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6 2 Introduction

The goal of the analysis consists of a very strong background reduction while keeping the signal
efficiency as high as possible. The background is estimated from the sidebands and from MC
simulation for peaking backgrounds (for example BY — KK where both kaons are misidentified
as muons).

The present analysis uses a relative normalization to the well-measured decay B* — [/ K*
to avoid a dependence on the uncertainties of the bb production cross section and luminos-
ity measurements (in fact, this analysis is completely independent of the luminosity measure-
ment). Furthermore, many systematic errors cancel to first order when deriving the upper limit
normalizing to a similar decay channel measured in data. Choosing a decay channel with a sig-
nature similar to the signal decay has the advantage that many systematic errors cancel to first
order. We refer to the B — ]/ K* sample as ‘normalization sample’ below.

The upper limit at the 95% C.L. on the branching fraction is (schematically) determined by

_ 0 N(n b ,1’13,5,‘95%C.L.) N(n b ;”31(5}950/0(:.1._,.)
B(BY — ptp;95%C.L.) = obs: 18, 0397 - Nl C
€py Nig epp Lo(pp — BY)
_ N(npps, g, 6;95%C.L.) y fu AB*
~ N(B* = J/pK¥) Iz AR

Bt Bt Bt
€ trig €y Sanalysis
EBSO BY BY

trig € analysis

xB(B* = J/pK*)B(J/p — uTp) 1)

where N (nys,1p,0;95%C.L.) is the expected 95% C.L. upper limit on the number of signal
decays, for n,,s observed events with np expected back-ground events and ¢ is the corre-
sponding error. N(B* — J/¢K¥*) is the number of reconstructed B* — ]/ K* candidates,
fs/ fu = 0.267 £ 0.021 (measured by LHCb for 2 < # < 5 [27]) describes the ratio of prob-
abilities for a b-quark hadronizing into a BY or a B™ meson, Ag+ and Apy are the B* and B!

Bt Bg . . . . . Bt
acceptance, ey, and €, are the corresponding trigger efficiencies, ¢,

B ( sBS
analysis \“analysis

ysis efficiency for signal (normalization) events, and B(B* — J/¢K*) and B(J/¢ — uu~) are
the branching fractions for B* — J/yK* and J/ — p*p~, respectively.

BY
and ¢ iy are the muon

identification efficiency for muons coming form B and B? decays, ¢ ) is the anal-

The background level is very different in the forward direction compared to the barrel. Further-
more, the mass resolution in the CMS detector depends strongly on the pseudorapidity of the
reconstructed particles, which will help in distinguishing between B® — uy~ and B — putu~
decays. Therefore we perform the analysis in two ‘channels” (barrel and endcap) and combine
them for the final result. The exact mathematical relation between signal and normalization for
the upper limit determination is described in more detail later.

The determination of the signal efficiency in this analysis depends on Monte Carlo (MC) simu-
lation. Therefore we validate the MC simulation through two samples of fully reconstructed B
decays. The decay B* — ]/ K* provides a high-statistics sample to allow fine-grained com-
parisons. The decay BY — J/i¢ is essential to compare B? mesons in data and MC simulations
and to estimate systematic uncertainties for the analysis efficiency. We refer to the B — J/¢¢
sample as ‘control sample” below.

This analysis is based on charged particles measured with the pixel and strip trackers and the



181
182

183

2.3 Analysis Overview 7

muon system. The analysis is not affected by pileup , because the excellent spatial vertex res-
olution, obtained with the pixel detector, allows a good separation between different primary
vertices.
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8 3 Datasets and Trigger

3 Datasets and Trigger

Table 2 summarizes the names of the official datasets used in the analysis.

Table 2: Dataset names of official samples used in the analysis.

Official MC datasets

signal

/gsToMuMu,BsFilter,STeV—pythia6—evtgen/SummerlZ,DR53X—PU,SlO,START53,V7A—v1/AODSIM
/BdToMuMu_BdFilter_8TeV-pythia6-evtgen/Summerl2 DR53X-PU_S10_START53_V7A-v1/AODSIM

control sample
/BsToJPsiPhi_2K2MuPtEtaFilter_8TeV-pythia6-evtgen/Summerl12_DR53X-PU_S10_START53_V7A-v1/AODSIM
/BsToJPsiPhi_2K2MuFilter_8TeV-pythia6-evtgen/Summerl2 DR53X-PU_S10_-START53_.V7A-v1/AODSIM
normalization sample
/BuToJPsiK_K2MuPtEtaEtaFilter_8TeV-pythia6-evtgen/Summerl12_DR53X-PU_S10_START53_V7A-v2/A0ODSIM
/BuToJPsiK_K2MuFilter_8TeV-pythia6-evtgen/Summerl2 DR53X-PU_S10_-START53_.V7A-v1/AODSIM

rare decays
/BsToPiPi_2PiPtEtaFilter_8TeV-pythia6-evtgen/Summer12_DR53X-PU.S10_START53_V7A-v1/AODSIM
/BsToKP1_KPiPtEtaFilter_8TeV-pythia6-evtgen/Summerl2_DR53X-PU_S10_START53_V7/A-v1/AODSIM
/BsToKMuNu_KMuNuEtaFilter_8TeV-pythia6-evtgen/Summerl12_DR53X-PU_S10_START53_V7/A-v1/AODSIM
/BsToKK_2KPtEtaFilter_8TeV-pythia6-evtgen/Summer12_DR53X-PU_S10_.START53.V7/A-v1/AODSIM
/BAToKPi1_KPiPtEtaFilter_8TeV-pythia6-evtgen/Summerl2_DR53X-PU_S10_START53_V7/A-v1/AODSIM
/BAToKK_2KPtEtaFilter_8TeV-pythia6-evtgen/Summerl2 DR53X-PU_S10_START53_V7A-v1/AODSIM
/BdToPiPi_2PiPtEtaFilter_8TeV-pythia6-evtgen/Summer12_DR53X-PU_S10_START53_V7A-v2/AODSIM
/LambdaBToPPi PPiPtEtaFilter_8TeV-pythia6-evtgen/Summerl2 DR53X-PU_S10_START53_.V7A-v1/AODSIM
/LambdaBToPK_PKPtEtaFilter_8TeV-pythia6-evtgen/Summerl12 DR53X-PU_S10_START53_V7A-v2/AODSIM
/BdToPiMuNu.-PiMuNuPtEtaFilter_8TeV-pythia6-evtgen/Summer12_DR53X-PU_S10_START53_V7A-v1/AODSIM
/LambdaBToPMuNu_PMuNuPtEtaFilter_8TeV-pythia6-evtgen/Summerl2 DR53X-PU_S10_START53_V7A-v1/AODSIM

MuOnia primary dataset

/MuOnia/Run2012A-PromptReco-v1/AOD
/MuOnia/Run2012B-PromptReco-v1/AOD
/MuOnia/Run2012C-PromptReco-v{1l,2}/A0OD

3.1 Monte Carlo simulation

This analysis uses Monte Carlo (MC) simulation samples to determine the signal and normal-
ization efficiency, and to estimate the peaking background in the signal mass window from rare
hadronic decays where both hadrons are misidentified as muons.

The primary MC simulation event samples were generated in the cetrnal production. Table 3
provides a summary of the event samples used in the analysis. The different components are
discussed in more detail in the following subsections.

The event generation through minimum-bias processes is very time-consuming, but necessary
for this analysis, as isolation variables have been found crucial for background reduction [18]. It
is essential to also include gluon splitting and flavor excitation for bb production when study-
ing the impact of these variables: The two b-quarks in gluon fusion events tend to be back-
to-back, while those from gluon splitting are closer together in phase space; this has strong
influences on the hadronic activity around the dimuon direction.

The background sources that mimic the signal topology can be grouped into three categories.
First, qq events (where g = b, c) with ¢ — Xuv (prompt or cascade) decays of both g hadrons.
Second, events where a true muon is combined with a hadron misidentified as a muon (punch-
through or in-flight decay of a hadron). And finally, rare B, B*, BY and A, decays, mostly
from semileptonic decays. For this analysis, we have simulated only the last of the three cases.
The other backgrounds are of a combinatorial nature without structure in the dimuon mass
distribution. Therefore, we define regions next to the dimuon signal window(s) to determine
in data the combinatorial background an interpolate to the signal window(s).
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3.2 Data 9

Table 3: Central MC production event samples used in the analysis. The events in the
generator-sample file Ny, the equivalent integrated luminosity Lgen, and the branching frac-
tion B is given.

’ Sample ‘ Niile ‘ Egen[fbfl] ‘ B ‘ Ref. ‘
BY - utu~—(MC) 2939886 7405.3 | (320+£0.19) x 1077 | [2]
B — utu~ (MC) 507255 14767.2 | (1.0040.10) x 10710 | [2]
BE = J/p K= (MC) | 4862178 103 | (6.00£0.18) x 1077 | [28]
BY — J/p ¢ (MC) 1635017 175 | (32041.02) x 107> | [28]
BY - KTK~ 4104882 16.2 | (2.54+£0.38) x 107> | [29]
B wtK- 593173 153 | (5.00£1.10) x 107¢ | [29]
B — ntm~ 305086 33.7 | (7.304+1.39) x 10~7 | [29]
B? - KTK~ 48205 16.2 | (1.30£1.00) x 10~7 | [29]
BY - Kt~ 5703439 152 | (1.95+0.06) x 107> | [29]
B - ntm~ 1881506 17.7 | (5.114£0.20) x 107® | [29]
A — pr— 175744 9.0 | (3.50+£1.01) x 107¢ | [28]
A) — pK~ 318990 11.0 | (5.50+1.38) x 1076 | [28]
BY - K utv 5992326 16.8 | (1.40+£0.07) x 10~% | [29]
B — mutv 17498188 139 | (1.40+0.07) x 107* | [29]
A) = pu 1508130 58 | (3.00£0.99) x10~* | [30]

The rare decays could potentially lead to sizable background contributions which cannot be
determined based on data sidebands. Two cases can be distinguished: (1) Peaking backgrounds
from rare decays, where a heavy particle decays into a pair of hadrons. Examples for these
decays include B! — K*K~, A, — pK~. (2) Non-peaking semileptonic backgrounds from
rare B, BT, Bg, and A; decays. The invariant dimuon mass distribution for these decays is
a continuum with an upper edge at the mass of the decaying particle; the finite momentum
resolution could lead to events reconstructed in the BY — u*u~ or B — u*yu~ signal mass
windows. Because (even Cabibbo-suppressed) semileptonic decays have branching fractions
several orders of magnitude above B(B? — uu~), this background could be problematic.
For each decay channel, events were generated and analyzed without requiring explicit muon
identification. The misidentification probability (and muon identification efficiency, when one
final state particle is a muon) were applied as weighting factors at the end.

3.2 Data

The data for this analysis were taken in 2012. We use the PromptReco processing datasets.

The signal, normalization, and control sample are analyzed in the MuOnia primary dataset.

These datasets were analyzed with the release CMSSW_5_3_2_pat chl with global tags GR_P_V32:

for all of the PromptReco dataset.
For the analysis we use the official JSON file:

Cert_190456-203002_8TeV_PromptReco_Collisionsl2_JSON_MuonPhys

3.3 Trigger

The high-level trigger selection is based on two L3 muons. With increasing luminosity the
threshold of the muon p,; has been raised and additional requirements (on the dimuon mass,
the distance of closest approach between the two muons, and the dimuon p,) were imple-
mented. Our trigger selection is summarized in table 4. As can be seen from the table, the

A1l
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3 Datasets and Trigger

data taken in 2012 used 4 trigger selections for the signal decay and also 4 selections for the

normalization and control channels.

For the signal the following triggers, optimized for the B? detection, have been used?:

For the normalization and control channels the following triggers, optimized for the J/¢ detec-

HLT DoubleMu3_4 Dimuon5_Bs_Central_v2
HLT DoubleMu3_4 Dimuon5_Bs_Central_v3
HLT DoubleMu3_4 Dimuon5_Bs_Central_v4
HLT DoubleMu3_4 Dimuon5_Bs_Central_v5

The above triggers are required to have two L3 muons having for the subleading
muon p, > 3GeV and for the leading muon p 1, > 4GeV, dimuon pair having
PLiimuon > 9GeV and a mass window of 4.8 — 6.0GeV. The Central part of the
trigger name refers to the requirement that the dimuon pair be limited to |, < 1.8.

HLT DoubleMu3p5_4 Dimuon5 Bs_Central_v2

HLT DoubleMu3p5.4 Dimuon5_Bs_Central_v3

HLT DoubleMu3p5_4 Dimuon5 Bs_Central_v4

HLT DoubleMu3p5_4 Dimuon5 Bs_Central_v5

The above triggers are required to have two L3 muons having for the subleading
muon p, > 3.5GeV and for the leading muon p | u > 4 GeV, dimuon pair having
PLiimuon > OGeV and a mass window of 4.8 — 6.0GeV. The Central part of the
trigger name refers to the requirement that the dimuon pair be limited to |1, < 1.8.
HLT DoubleMu4 Dimuon7_Bs_Forward._v2

HLT DoubleMu4 Dimuon7_Bs_Forward.v3

HLT DoubleMu4 Dimuon7_Bs_Forward._v4

HLT DoubleMu4 Dimuon7.-Bs_Forward._v5

The above triggers are required to have two L3 muons having for both muons p 1y >
4 GeV, dimuon pair having p | ;i,..., > 7GeV and a mass window of 4.8 — 6.0 GeV.
The Forward part of the trigger name refers to the requirement that the dimuon pair
be limited to |17, < 2.2.

tion have been used:

The number of primary vertices is shown in Fig. 2 for the signal and normalization samples.

HLT DoubleMu4_Jpsi_Displaced.v9

HLT DoubleMu4_Jpsi_ Displaced.-v10
HLT DoubleMu4_Jpsi_Displaced.vll
HLT DoubleMu4_Jpsi_Displaced.vl2

Two L3 muons, each with p, ,, > 4GeV and |17, | < 2.2 with the dimuon pair having
P gimuon > 60-9GeV. The vertex fit minimum probability cut is 0.15. The rest of the
cuts are: mass window is 2.9 — 3.3 GeV, a lifetime significant of > 3, cosine of the
pointing angle > 0.9 and the DCA) of less than 0.5 cm.

3We use units where ¢ = 1.
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Table 4: HLT paths for the signal decay (top part of the table) and the normalization and control
samples (bottom part of the table).

Year ‘ Run range ‘ Lipb '] ‘ HLT Path ‘ L1 seed
Signal sample

2012 | 190456-194712 2.306 HLT_ DoubleMu3_4 Dimuon5_Bs_Central_v2 L1 DoubleMuOer_HighQ
2.313 | HLT-DoubleMu3p5.4 Dimuon5_Bs_Central_v2 | L1_DoubleMu3er_HighQ WdEta22

2.313 HLT_DoubleMu4 Dimuon7_Bs_Forward.-v2 | L1_DoubleMu3er_HighQ WdEta22

194735-196531 3.296 HLT_DoubleMu3_4_Dimuon5_Bs_Central_v3 L1 DoubleMuOer_HighQ

3.296 | HLT DoubleMu3p5_4 Dimuon5 Bs_Central v3 | L1 DoubleMu3er_ HighQ WdEta22

3.296 HLT DoubleMud4 Dimuon7_Bs_Forward.v3 | L1_DoubleMu3er_HighQ WdEta22

198049-199608 1.825 HLT DoubleMu3_4 Dimuon5_Bs_Central_v4 L1_DoubleMuOer_HighQ

1.825 | HLT DoubleMu3p5_4 Dimuon5 Bs_Central_v4 | L1l DoubleMu3er_ HighQ WdEta22

1.825 HLT DoubleMu4 Dimuon7_Bs_Forward-v4 | L1_DoubleMu3er_HighQ WdEta22

199698-203002 5.398 HLT DoubleMu3_4 Dimuon5_Bs_Central v5 L1 DoubleMuOer_HighQ

5.398 | HLT DoubleMu3p5.4 Dimuon5_Bs_Central_v5 | L1_DoubleMu3er_HighQ WdEta22

5.398 HLT DoubleMud4 Dimuon7_Bs_Forward.v5 | Ll DoubleMu3er_HighQ WdEta22

Normalization and control sample

2012 | 190456-194712 2.313 HLT DoubleMud_Jpsi Displaced.v9 | L1 DoubleMu3er_HighQ WdEta22
194735-196531 3.296 HLT DoubleMu4_Jpsi Displaced vl0 | L1 DoubleMu3er HighQ WdEta22
198049-199608 1.825 HLT DoubleMu4d _Jpsi Displaced.vll | L1 DoubleMu3er HighQ WdEta22
199698-203002 5.398 HLT DoubleMud _Jpsi Displaced.vl2 | L1 DoubleMu3er HighQ WdEta22

Data: 15.50+0.01

MC: 16.75+0.01
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Figure 2: Number of primary vertices in data and MC simulation for B — J/$ K* candi-
dates in the barrel (left) and the endcap (right). The numbers printed on top of the histograms
indicate the mean and its uncertainty for data and MC simulation.
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12 4 Variables

4 Variables

4.1 Summary of variables

The following variables, explained in more detail in the subsequent sections, have been used
in the study and (sometimes) training of the BDT (the name in parentheses indicates the name
used in the code and appears in TMVA-generated plots):

® Pl (mlpt): The p, of the muon with the higher p |

® Plup (m2pt): The p of the muon with the lower p;

® 7,1 (mleta): The 57 of the muon with the higher p |

e 77,2 (m2eta): The 17 of the muon with the lower p |

e p,p (pt): The p; of the B candidate

e 71 (eta): The 7 of the B candidate

e (3p/0(l3p) (£1s3d): The flight length significance of the B candidate

e « (alpha): The pointing angle of the B candidate (angle between candidate momen-
tum and flight direction in 3D)

e x?/dof (chi2dof): The vertex fit x? of the B candidate

e | (iso): The isolation of the B candidate

e N&lose (closetrk): The number of tracks in the vicinity of the B decay vertex

e 4% (docatrk): The minimum distance of closest approach of a track in the event
e d., (maxdoca): The distance of closest approach between the two muon tracks

e &3p (pvip): The 3D impact parameter of the B candidate with respect to the primary
vertex

e J3p/0(d3p) (pvips): The significance of the 3D impact parameter of the B candidate
with respect to the primary vertex

These variables have been used in the baseline cut-and-count selection [31] and are well de-
scribed in the MC simulation (see below). The kinematical variables of the muons (p 1, 1, p1,, o/
1u1, u,2) were not included in the training of the BDT.

4.2 Dimuon sample reconstruction

For the offline event selection, variables related to the muons, the primary vertex, and the Bg
candidate* with its associated secondary vertex are calculated.

4.2.1 Primary Vertex

The primary vertex is determined with the standard algorithm [32] used in CMS. We use
OfflinePrimaryVertices which we refit without the signal tracks of the candidates.

4.2.2 Muon variables
The inner track of the muon candidate is required to be of highPurity quality [33].

Our default muon identification is based on the requirement that a muon candidate satisfy the
‘tight” muon selection [34], updated for the new selection in 2012. In particular we require that

e more than one muon stations is matched

We speak of Bg candidate, but this refers also to Bg candidates (in a different mass window).
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4.2 Dimuon sample reconstruction 13

o the transverse impact parameter with respect to the beam spot is less than 2 mm
e at least one pixel layer has a hit

e the number of tracker layers with hits must be larger than 5.

As a very basic preselection at the EDanalyzer level (superseeded by more stringent require-
ments for the BDT preselection and the full analysis) we require p | > 3.0GeV and ] < 2.4
for both muons. We label the leading muon (the muon with the higher p, ) as y; and the sub-
leading muon (the muon with the lower p ) as p».

For the analysis we keep candidates with an invariant mass 4.5 < m;,, < 6.5GeV, even
though the full mass range kept in the trigger path is smaller than this. In this region, we
define a blinding window that covers both the B — "~ and BY — uT ™ signal regions

overall mass window : 4.900 < my,,, < 5.900GeV
B — utu signal window : < my,,, < GeV
BY — u'p signal window : < my,,, < GeV
blinding window : 5.200 < m,,;, < 5.450 GeV. 2)

The sideband, used to study the background in data, is defined as the overall mass window mi-
nus the blinding window. The upper and lower sidebands have different size, and are expected
to be populated by dimuons of different origin: the upper sideband contains combinatorial and
Drell-Yan background, the lower sideband contains additionally background from decays like
B — utu~ X and BY — Kuv, with the kaon misidentified as muon.

We combine pairs of unlike-charge muons and subject them to a (secondary) vertex fit. We
require the dimuon candidate to fulfill p, 5 > 7.5GeV.

4.2.3 Candidate Vertexing

The B decay vertex is determined with the standard CMSSW kinematic vertex fitting pack-
age [35]. We apply a geometric constraint, but no mass constraints. To select well-reconstructed
vertex fits, we require that the fit returns a valid candidate and that the vertex fit x? is larger
than zero®. We have also included (for study purposes only) the maximum distance d™# be-
tween the B candidate tracks; this variable is strongly correlated to the fit quality given by the
x>/ Ndof.

From the candidate’s secondary vertex and its momentum we select a matching primary ver-
tex based on the distance of closest approach along z°. This longitudinal impact parameter
I, and its significance I,/c(l;) (the value divided by its error) could be used useful to reject
outliers. Instead, the 3D impact parameter d3p and its significance d3p /0 (d3p) are used in the
event selection. For the selected primary vertex, the average track weight (w) is computed as
(Ndof +2)/(2NFY). This quantity should be ‘close’ to one for good primary vertices 7. The
agreement between data and MC simulation for this variable is not outstanding (see sections 4.3

and 4.4); we apply this selection criterion only very loosely.

We compute the flight distance and its error in in three-dimensional space (¢3;) with the stan-
dard CMSSW tools. The flight length significance is computed as the ratio of the flight length
to its error. We require that the flight length is smaller than 2 cm and its significance is not NaN.

5This is an entirely technical sanity check and has no influence on ‘valid’ well-reconstructed BY candidates.
®This selection is done before the primary vertex is refitted.
7Private communication (Wolfram Erdmann).
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14 4 Variables

The pointing angle a3p is the angle in three dimensions between the B momentum and the
vector from the primary vertex to the B secondary vertex.

4.2.4 Isolation

The isolation [ is determined from the B candidate transverse momentum and other charged
tracks in a cone with radius AR = 0.7 around the BY momentum as follows:

_ p.(BY)
pi(BY) + Lk lpLl’

where the sum includes tracks with p; > 0.9 GeV that are

®)

e not part of the BY candidate

e (1) associated to the same primary vertex as the BY candidate or (2) are not associated
to any primary vertex but have a distance of closest approach d.; < 500 um to the
B? secondary vertex

In addition to this isolation, we use two further variables to reject candidates arising from
partially reconstructed B decays:

e The minimum distance of closest approach of tracks (either associated to no primary
vertex or to the same primary vertex as the B candidate) to the candidate vertex, d2,.

e The number Ny of close tracks with d,; < 300pum and p; > 0.5GeV provides
additional rejection power against dimuon backgrounds in data.

4.3 Normalization sample reconstruction

The reconstruction of B¥ — I/ K* candidates starts from two unlike-sign muons, which are
combined and vertexed with a highPurity track fulfilling p, > GeV and || <. The distance
of closest approach between all pairs among the three tracks is required to be less than 1 mm.

For the analysis we keep candidates with an invariant mass 4.5 < my, ;,x < 6.5GeV. In this
region, we define the B* — ]/ K= sidebands and signal region as follows

overall mass window : 4.900 < m,,,,k < 5.900 GeV
low sideband : 5.050 < my, ;,k < 5.150 GeV
signal region : 5.200 < m,,,k < 5.350 GeV

high sideband : 5.400 < m, ,,x < 5.500GeV. 4)

These mass regions are the basis to define signal and background regions for the sideband-
subtraction used in the comparison of B* — ]/ K* decays in data and MC simulation.

All three tracks are used in the vertexing. The two muons of the candidate must have an
invariant mass 3.0 < my,,, < 3.2GeV. The transverse momentum is required to be larger than
7 GeV.

4.4 Control sample reconstruction
We use B! — ]/ ¢ candidates

e to validate the MC simulation of exclusive B? meson decays in data. Agreement for
the decay BY — J/i¢ will be interpreted as motivation to trust the simulation of
S
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4.5 Variable distributions 15

e to estimate the systematic uncertainty of the analysis efficiency for B — utu~,
based on the level of agreement between data and MC simulation.

The validation of the MC simulation is especially important for the isolation variable, as the
description of the BY hadronization is based on heuristic models.

The decay B? — J/i ¢ has four final state particles, thus lowering on average the muon trans-
verse momenta compared to the signal decay. Since the muon p, requirements stay at the
same numerical values like for the signal decay and the normalization channel, the p distri-
bution of the BY candidates is expected to be harder. We use the same trigger path as for the
normalization sample.

The reconstruction of B — J/i¢ candidates starts from two unlike-sign muons, which are
combined and vertexed with two unlike-sign highPurity tracks fulfilling p; > GeV and
|7] <. The distance of closest approach between all pairs among the four tracks is required to
be less than 1 mm. The two tracks are assumed to be kaons.

For the analysis we keep candidates with an invariant mass 4.5 < m,, ;,kx < 6.5GeV. In this
region, we define the B) — J/i¢ sidebands and signal region as follows

overall mass window : 4.900 < my, ;,kk < 5.900 GeV
low sideband : 5.100 < my, 4,k < 5.200 GeV
signal region : 5.270 < my,,kx < 5.470 GeV

high sideband : 5.500 < my, ,,kx < 5.600 GeV. ®)

These mass regions are the basis to define signal and background regions for the sideband-
subtraction used in the comparison of B — ]/ ¢ decays in data and MC simulation.

All four tracks are used in the vertexing. The two muons of the candidate must have an invari-
ant mass 3.0 < my,,, < 3.2GeV. The transverse momentum is required to be larger than 7 GeV.
The two kaons must have an invariant mass of 0.995 < mgx < 1.045GeV and have AR < 0.25
in the ¢ plane. This selection was devised, motivated, and illustrated in Ref. [31].

4.5 Variable distributions

In Fig. 3 (4) the distribution of the variables used in the BDT are shown for the barrel (endcap).
The signal and background distributions are overlaid.

In Fig. 5 the standard TMVA variable correlation plots for signal MC (even) events are shown.
The correponding plots for the odd events are similar and show not statistically significant
differences. Fig. 6 shows the same plots for the data sideband background events.

4.6 Variable ranking

In Tab. 5 we provide the ranking of the variables before training of the BDT. It is evident that
there are statistical fluctuations in the three datasets (see section 5.1 for the motivation to do
this).
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Figure 3: Standard TMVA plot of the input variables for the barrel BDT for signal (blue) and
background (red). The background is extracted from data dimuon sidebands.
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Figure 4: Standard TMVA plot of the input variables for the endcap BDT for signal (blue) and
background (red). The background is extracted from data dimuon sidebands.
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Figure 5: Correlation matrix for signal events in the barrel (left) and the endcap (right).
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Figure 6: Correlation matrix for background events in the barrel (left) and the endcap (right).
The background events are extracted from data dimuon sidebands.
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5 Boosted Decision Tree

A boosted decision tree (BDT) is a multivariate analysis technique that has been widely em-
ployed in high-energy physics since a few years. It is basically a (large) ‘forest” of decision
trees, where the weighted output of all trees is combined into one response, which we shall
abbreviate as b. The distribution of b depends on the structure of the BDT, which in turn is de-
termined by the BDT parameters (number of layers, number trees, weighting factor, etc.) and
the training sample. Different BDTs will deliver different b distributions even when using the
same set of parameters and statistically consistent training samples®.

A few parameters control the structure and behavior of a BDT

e Ntrees: Number of trees in the forest

e NNodesmax: Maximum number of nodes in the decision tree. At each node, the
split is determined by finding the variable and its cut value providing the best sep-
aration between signal and background. The separation is measured by the Gini
index, p(1 — p), where p is the purity of the node given by the ratio of the sum of the
signal weights to all weights.

e nEventsMin: Minimum number of events required in a leaf node (a node at the
end of a decision flow).

e nCuts: Number of steps during the node cut optimization
e MaxDepth: Maximum allowed depth of the decision tree

e AdaBoost P: Events misclassified in tree n — 1 are given a different (higher) event
weight in the training of tree n. The original weights are multiplied by a common
boost weight a = [(1 — f)/f]f, where f is the misclassification rate of tree n — 1.
The weights are (re)normalized such that the sum of weights remains constant. The
resulting event classification response is given by

b= Y In()h(®),

N, all trees jcall trees

where h;(X) is the output of tree i using the input variables ¥. Alternative boosting
schemes have been studied.

In addition to the setup described above, other choices are possible. However, the differences
are not expected to be significant (e.g. using a separation criterion other than Gini index or
using bagged decision trees instead of boosting).

5.1 Event sample splitting

It is absolutely imperative to avoid any possible bias when searching for a rare decay with a
BDT. It would be best to have train the BDT with a background sample obtained from MC
simulation. In such a way, there would be no bias with regard to the variables chosen for the
analysis nor in the specific events. Within the CMS collaboration, simulation of the generic
dimuon background is not possible because of the large (effective) branching fraction’ There-
fore we use the data dimuon mass sideband events from which we select events to train the
BDT.

8This can be verified quickly by running toy examples slighly modifying the tutorial macros distributed with
TMVA.
%Tt is possible for the LHCb collaboration.
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5.1 Event sample splitting 21

To avoid a possible bias when using background events from data we split the data event
sample into three subsets depending on the ‘event type’. We define the event type by the
remainder of the event number divided by three, i.e. type = iEvent.id() .event () $3.
To be very specific, we work per channel with three BDTs, depending on the event type

e events of type 0: analyzed by BDTO, trained on type-1 events, tested on type-2 events

e events of type 1: analyzed by BDT1], trained on type-2 events, tested on type-0 events

e events of type 2: analyzed by BDT2, trained on type-0 events, tested on type-1 events
This division of the event sample into different types based on the event number yields an
unbiased splitting. The event numbers per type for signal and background events are provided

in Tab. 6. These numbers are after preselection (muon identification, HLT passed, and the
removal of outliers).

Table 6: Number of events per type for signal and background events in the barrel and endcap.

Sample Type 0 | Type 1 | Type 2
Signal barrel 10870 | 10728 | 10767
Signal endcap 6478 6354 6428

Background barrel | 19585 | 19375 | 19406
Background endcap | 22599 | 22403 | 22735

To ensure that the sample splitting into events of different type does not introduce a hidden
problem, we compare the variable distributions for the different event types against each other.
This is illustrated in figs. 7 and 8 for the barrel BDT in background data sidebands and signal
MC, respectively. The Kolmogorov-Smirnov comparisons, printed on top of the plots, indicates
no difference between the distributions: The first number compares the distribution for events
of type 0 and 1, the second for events of type 1 and 2, and the third number for events of type
2 and 0. In Figs. 9 and 10 the corresponding plots are shown for the endcap BDT.
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Figure 7: Overlay of BDT training variable distributions in data sideband background for
events of the three subsets in the barrel. The plot on the bottom right summarizes all KS prob-

abilities.



5.1 Event sample splitting 23

P(KS)= 0.572/0.797/0.965 P(KS)= 0.363/0.582/1.000 P(KS)= 0.960/0.940/0.979 P(KS)= 0.996/0.925/0.650
5 b E r é r 5005
Goo- oo =N 2|
F F L ¥
3 S 1 3 o0
T [ ?505 -8102 H =
@00 S T L ] 153
(8] L o L (8] o
¥ or 200 h ® o0 500§
300F F )
F 150 I L
: F ’ 4 10% 1000}
200 b i . F
3 100 RN i
r F H 500
O:uu\Jj::v‘nu?‘wn“m\uv‘nm O:H “R‘i'\\\‘r\\\‘i\\‘?\\\‘i\\‘?\\g‘ P - iv L YA B S LS L S 8 LU L B L8 Bty S 0 At e ! L
0 5 10 15 20 25 30 35 40 2 1 0 1 2 0 20 40 60 80 10( 0 1 2 3 4 5
p, [GeV] n lia(l) X2/dof
P(KS)= 0.640/0.330/0.140 P(KS)= 0.538/0.858/0.968 P(KS)= 0.732/0.401/0.999 P(KS)= 0.460/0.611/0.891
oo, ghoor § | So0F
%] E 8 r 7] L 8 L
Hoot $oo- 00 g I
S f ot 4 8 E 2100
00y T I H © 3
a j 00 H 4 IS
500} * o H £ o
: 300
50014 30000 : 3000E
400 F o 200
300Es 2000F 2000
2008 10000 £ 1000 100
i b |
100 B s t L. T oo o
GWWA\‘A‘\\\A\‘V\\\W B i i e e e e e GVA\}VA\}VA\} e i
0 005 01 015 02 025 03 86 0.7 0.8 0.9 1 20 0 002 004 006 008 0.1
a isolation Nelose d2, [cm]
P(KS)= 0.423/0.899/0.673 P(KS)= 0.120/0.591/0.150 P(KS)= 0.942/0.731/0.985 mean = 0.691 RMS = 0.271
E00F 2A50F 900F o
2 T £ 2 ¢ r
g F 8OO 3
00 E 8 r =
S T E he/( L
=} r £ =} 6F
c b F c n
BOO F P r
*= [ E ® 5C
[ E 5 £
600/} F i
400 : 5
;i | £
y 100HE 2r
200 50 i
R 2
0 nvw\l‘\?ﬁi‘-‘__L IS TR SN R TR O‘gr\V\\}r\v\A}r\v %%\,&.‘ e, Oiwwn\v‘\\\n\“evh" L ol L :uuuu\uuuu\uu\uu\uu\uuuu\uu
0 001 002 003 004 00 0 1 2 3 4 5 0 0.005 0.01 0.015 0.02 0.025 0.0: 0 0102 03 04 05 06 07 08 09 1
5 8,/0(,,) & [em]

Figure 8: Overlay of BDT training variable distributions in signal MC for events of the three
subsets in the barrel. The plot on the bottom right summarizes all KS probabilities.
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Figure 9: Overlay of BDT training variable distributions in data sideband background for
events of the three subsets in the endcap. The plot on the bottom right summarizes all KS

probabilities.
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Figure 10: Overlay of BDT training variable distributions in signal MC for events of the three
subsets in the endcap. The plot on the bottom right summarizes all KS probabilities.
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5.2 Preselection

A preselection, applied for the training samples, is required to remove outliers in the BDT in-
put distributions that could distort the BDT architecture and lead to too coarse selection criteria
within a specific decision tree. The preselection also has a considerable influence on the BDT
performance and characteristics. In Tab. 7 the preselection requirements applied are summa-
rized.

Table 7