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CR propagation

How to cast the problem?
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Extremely complicated problem: needs 
simplifications



CR propagation
CRs obey essentially a diffusion equation (Ginzburg & Syrovatsky, 1964)
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SN source term.
We assume everywhere

a power law energy spectrum

Convection term
Energy loss ReaccelerationDiffusion tensor

D(E) = D0 (ρ/ρ0)
δ

ρ = rigidity ∼ p/Z Dpp ∝
p2v2

A

D

The height of the propagation/diffusion region is zt D0(z) ∝ ez/zt

Several approximations: stationary solution, smoothed source distribution... Turn out to be 
surprisingly good for hadronic cosmic rays.



Equation solvers...
Several ways of solving the diffusion equation:
 - leaky-box models: 
   Analytic and surprisingly meaningful solutions. Benchmark model!

 - semi-analytic models assume simplified distributions for sources and gas, and try to
   solve the diffusion equation analytically (Maurin, Salati, Donato et al)
 - numerical models (Galprop) try to use more realistic distributions

A new numerical model: DRAGON (Diffusion of cosmic RAys in the Galaxy 
modelizatiON)

References: 
C. Evoli et al. JCAP 0810 (2008) 018
G. Di Bernardo et al. arXiv:0909.4548 
and works in preparation

D(E)↔ τesc(E)

Features (w.r.t. Galprop):
- same fragmentation cross sections
- position dependent, anisotropic diffusion
- boundary conditions in momentum and at R=0
- independent injection spectra for each nuclear species
- same results in same conditions
- faster (improved treatment of decays)
- interfaced with DarkSUSY
- only 2D
- not public (yet)



Most important propagation parameters: D0, δ

Plan of work

Final results: learning something about D0, δ, vA.

Standard wisdom: high energy 
spectra are just the result of 
diffusion and possibly spallation

High energy data now available 
(CREAM, PAMELA)

Perform an energy dependent analysis of 
data, to see where low energy effects kick in 
and disentangle their effects from diffusion

At low energy other processes 
(reacceleration, convection, energy losses, 
change of diffusion regime at low energy) 
are relevant and may mask the effects of 
diffusion, see e.g. the recent 
Maurin et al, 1001.0553 & 1001.0551, also 
Ptuskin et al, ApJ 642 (2006)



CR abundances

White points: Solar System abundances
Filled points: CR abundances

For some nuclei (CNO, Fe) abundances are the 
same as SSA.
Others (Li,Be,B,F...) are much more abundant.

Secondary nuclei tell us about 
the diffusive propagation of 
CRs in the Galaxy



We are interested in mainly in B/C and antiproton/
proton ratios

It is very important to consider the high-energy 
part of these ratios (energy greater than some 
tens of GeV) because:
• Solar modulation plays a minor role 
• Diffusive reacceleration (which introduces a new 
free parameter, the Alfven velocity) plays a minor 
role

• Energy losses due to spallation are less important 
• Production cross section are known with less 
uncertainty

threshold energy ~ 7 GeV (in lab)

Antiprotons have a unique feature: secondary 
spectrum affected by threshold effects!

Our tools: secondary to primary ratios
Nsec

Npri
∝ Pspall(E)τesc(E)

τint(E)
→ E−δ at high E

vA=0

vA=30



Also data on the main B (and 
partially C) progenitors are 
extremely relevant
Also consider N/O and C/O 
ratios 

Our tools: secondary to primary ratios



Secondary/primary in our model

Aim:
   place limits on δ, vA, D0    (actually, D0/zt is the right quantity)
Strategy:
✓ for fixed values of the propagation parameters vA,  δ, and D0/zt we 

vary the C/O and N/O source ratios to compute the χ2CNO of the 
propagated, and modulated, C/O and N/O ratios against experimental 
data in the energy range 1 GeV < Ek < 1 TeV

✓ for the same fixed value of vA, we finely sample the parameter space 
(δ, D0/zt) by using, for each couple of these parameters, the C/O and 
N/O source ratios which minimize χ2CNO; for each of these realizations 
we compute the χ2BC for the B/C modulated ratio against data in several 
energy ranges

✓ we repeat the same analysis for several values of vA to probe the 
effect of diffusive reacceleration. For each value of vA we then 
determine the allowed ranges of δ and D0/zt for several Confidence 
Levels

✓ we repeat steps 2 and 3 for the antiproton/proton ratios



Secondary/primary in our model

Dependence of secondary/primary 
ratios on the reacceleration level in 
the “best fit” case.
Modulation potential fixed by requiring 
to reproduce the proton spectrum



Statistical analysis I
Unified interpretation of cosmic-ray nuclei and antiproton recent measurements 9

Figure 1. The 68%, 95% and 99% confidence level regions of DRAGON models,
computed for Emin = 1 GeV/n are represented in the plane (D0/zt, δ). For the 68%
confidence level the corresponding value of the χ2 is also shown. The red crosses
show the best-fit position. Each row corresponds to different values of the Alfvèn
velocity: vA = 10, 15, 20 km/s from top to bottom. Each column corresponds to
different analyses: B/C (left panels), p̄/p (center panels) and combined (right panels).

model is also in reasonably good agreement with experimental data.

We would like to stress here that although the results obtained in this section favor
vA ! 15 km/s and δ ! 0.45, other combinations of parameters, as those shown in

Tab. 1, have acceptable χ2
B/C and cannot therefore be excluded on the basis of light

nuclei secondary/primary data alone. For example, a model with vA = 30 km/s and

δ = 0.33, has a minimal χ2
B/C = 0.40 and indeed provides an acceptable description of

the experimental data (see Sec. 4). The CL regions shown in Fig. 1 provide a graphical

representation of the statistical uncertainties on the determination of δ and D0/zt for

Confidence level 
contours for various 
vA=10,15,20 km/s and 
Ekmin = 1 GeV/n

B/C ap/p combined

20 B/C points

Unified interpretation of cosmic-ray nuclei and antiproton recent measurements 8

Table 1. Best fit parameter resulting from comparing our model prediction with B/C
experimental data (B/C analysis) and with B/C and p̄/p experimental data (combined
statistical analysis), as described in text.

B/C analysis joint analysis

vA [km/s] Emin [GeV/n] δ D0/zt χ2 δ D0/zt χ2

0
1 0.57 0.60 0.38 0.49 0.79 1.63
5 0.49 0.68 0.38 0.49 0.96 0.85

10 0.46 0.73 0.19 0.55 0.90 1.63

10

1 0.52 0.68 0.32 0.49 0.79 0.87

5 0.46 0.73 0.40 0.52 0.90 1.92

10 0.44 0.79 0.19 0.60 0.79 3.46

15

1 0.46 0.76 0.33 0.49 0.79 0.87

5 0.44 0.79 0.36 0.52 0.90 1.92

10 0.44 0.82 0.20 0.60 0.79 3.46

20

1 0.41 0.90 0.47 0.41 1.01 1.92

5 0.46 0.79 0.29 0.49 0.98 1.09

10 0.41 0.87 0.21 0.52 0.98 1.91

30

1 0.33 1.20 0.40 0.41 1.01 1.92

5 0.38 1.04 0.19 0.49 0.98 1.09

10 0.41 0.95 0.16 0.52 0.98 1.91

best probes indeed the actual physical values of δ and D0/zt. On the other hand,

when also lower energy data are taken into account, reacceleration plays a relevant
role, as demonstrated by the strong dependence of these parameters on vA for the case

Emin = 1 GeV/n. In that case, the minimal χ2’s correspond to vA = 10, 15 km/s.

The latter value has to be preferred because of the lower χ2 at intermediate energies

(Emin = 5 GeV/n) and because the best-fit values of δ and D0/zt are almost independent

on Emin, as expected if all relevant physics were taken into account.

Our preferred set of parameters is therefore vA = 15 km/s and (δ, D0/zt) =
(0.45, 0.8) (due to the large errors involved in this analysis, the small variations of

the best values with Emin are irrelevant and the last digits of their value have been

approximated).

We show in Fig. 2(a) to 2(c) that for this choice of the parameters the B/C and N/O

and C/O data are all nicely reproduced. In the same figures we also show the effect of

varying vA by keeping fixed δ and D0/zt to their best-fit values. Again, the best match
with data is achieved with vA = 15 km/s. It should be noted that C/O CREAM data

points differ significantly from those of the other experiments for Ek > 10 GeV/n. Due

to their large statistical errors, however, these data have almost no effects on the results

of our analysis. The best fit value of the N/O source abundance is 6% which is in good

agreement with previous results based on low energy data [37]. As a consistency check,

in Fig. 2(d) we show that the absolute Oxygen spectrum computed with our preferred



ap/p in our model

Interesting feature:
the antiproton flux does not 

depend on vA 
(hence on reacceleration)

large effects of reacceleration 
on the proton spectrum



Statistical analysis I
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Figure 1. The 68%, 95% and 99% confidence level regions of DRAGON models,
computed for Emin = 1 GeV/n are represented in the plane (D0/zt, δ). For the 68%
confidence level the corresponding value of the χ2 is also shown. The red crosses
show the best-fit position. Each row corresponds to different values of the Alfvèn
velocity: vA = 10, 15, 20 km/s from top to bottom. Each column corresponds to
different analyses: B/C (left panels), p̄/p (center panels) and combined (right panels).

model is also in reasonably good agreement with experimental data.

We would like to stress here that although the results obtained in this section favor
vA ! 15 km/s and δ ! 0.45, other combinations of parameters, as those shown in

Tab. 1, have acceptable χ2
B/C and cannot therefore be excluded on the basis of light

nuclei secondary/primary data alone. For example, a model with vA = 30 km/s and

δ = 0.33, has a minimal χ2
B/C = 0.40 and indeed provides an acceptable description of

the experimental data (see Sec. 4). The CL regions shown in Fig. 1 provide a graphical

representation of the statistical uncertainties on the determination of δ and D0/zt for

Confidence level 
contours for various 
vA=10,15,20 km/s and 
Ekmin = 1 GeV/n

B/C ap/p combined

20 B/C points
38 ap/p points
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Table 1. Best fit parameter resulting from comparing our model prediction with B/C
experimental data (B/C analysis) and with B/C and p̄/p experimental data (combined
statistical analysis), as described in text.

B/C analysis joint analysis

vA [km/s] Emin [GeV/n] δ D0/zt χ2 δ D0/zt χ2

0
1 0.57 0.60 0.38 0.49 0.79 1.63
5 0.49 0.68 0.38 0.49 0.96 0.85

10 0.46 0.73 0.19 0.55 0.90 1.63

10

1 0.52 0.68 0.32 0.49 0.79 0.87

5 0.46 0.73 0.40 0.52 0.90 1.92

10 0.44 0.79 0.19 0.60 0.79 3.46

15

1 0.46 0.76 0.33 0.49 0.79 0.87

5 0.44 0.79 0.36 0.52 0.90 1.92

10 0.44 0.82 0.20 0.60 0.79 3.46

20

1 0.41 0.90 0.47 0.41 1.01 1.92

5 0.46 0.79 0.29 0.49 0.98 1.09

10 0.41 0.87 0.21 0.52 0.98 1.91

30

1 0.33 1.20 0.40 0.41 1.01 1.92

5 0.38 1.04 0.19 0.49 0.98 1.09

10 0.41 0.95 0.16 0.52 0.98 1.91

best probes indeed the actual physical values of δ and D0/zt. On the other hand,

when also lower energy data are taken into account, reacceleration plays a relevant
role, as demonstrated by the strong dependence of these parameters on vA for the case

Emin = 1 GeV/n. In that case, the minimal χ2’s correspond to vA = 10, 15 km/s.

The latter value has to be preferred because of the lower χ2 at intermediate energies

(Emin = 5 GeV/n) and because the best-fit values of δ and D0/zt are almost independent

on Emin, as expected if all relevant physics were taken into account.

Our preferred set of parameters is therefore vA = 15 km/s and (δ, D0/zt) =
(0.45, 0.8) (due to the large errors involved in this analysis, the small variations of

the best values with Emin are irrelevant and the last digits of their value have been

approximated).

We show in Fig. 2(a) to 2(c) that for this choice of the parameters the B/C and N/O

and C/O data are all nicely reproduced. In the same figures we also show the effect of

varying vA by keeping fixed δ and D0/zt to their best-fit values. Again, the best match
with data is achieved with vA = 15 km/s. It should be noted that C/O CREAM data

points differ significantly from those of the other experiments for Ek > 10 GeV/n. Due

to their large statistical errors, however, these data have almost no effects on the results

of our analysis. The best fit value of the N/O source abundance is 6% which is in good

agreement with previous results based on low energy data [37]. As a consistency check,

in Fig. 2(d) we show that the absolute Oxygen spectrum computed with our preferred

Ideally: in the energy 
dependent analysis the 
best model is the one 
without energy 
variation of the 
parameters.

More statistics at high 
energy is required, 
with small error bars...



Comparison with other’s results

Galprop models: 
δ = 0.33
vA = 30 km/s
break in CR injection spectrum at 9 GV 
(required to fit low energy data)

★ fit B/C down to low energy
★ problems with N/O
★ problems with antiprotons (if no break 

is introduced)
★ no quantitative estimate of quality of 

fit and more free parameters

DRAGON models: 
δ = 0.46
vA = 15 km/s
no break in CR injection

★ work well above 1 GeV/n for both 
nuclei and ap (no discrepancy between 
B/C and ap/p measurements)

★ problems at lower energy
★ less free parameters



Comparison with other’s results

Semi-analytic models:
more difficult to compare, 
due to different assumptions.
Consider Maurin et al, 1001.0553
and a model without convection
δ = 0.51
vA (rescaled) = 7 km/s 
+ low energy effects on diffusion

Overall good agreement.

DRAGON models: 
δ = 0.46
vA = 15 km/s
no break in CR injection

★ work well above 1 GeV/n for both 
nuclei and ap (no discrepancy between 
B/C and ap/p measurements)

★ problems at lower energy
★ less free parameters

D. Maurin et al.: Systematic uncertainties on the cosmic-ray transport parameters 11

Table 10. Best-fit parameters for a few selected configura-
tions.

Model ηT K0 × 102 δ Vc Va χ2/d.o.f
(kpc2 Myr−1) (km s−1) (km s−1)

III† SA 0.481 0.856 18.84 37.98 1.47
III/II! -1.3 3.161 0.512 0. 45.35 2.26

I/0‡ -2.61 2.054 0.613 0. . . . 3.29

II† SA 9.753 0.234 . . . 73.14 4.73
† Best-fit transport parameters for standard Model II and III.

‡ Best-fit parameters with ηT free (no reacceleration).
" Best-fit parameters for fixed ηT .

Note 10. Standard models refer to SA diffusion coefficients (see
Table 5). Alternative models show by their different value for
ηT , as parameterised from Eq. (10).
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Fig. 7. Best-fit B/C ratio for standard Model II (thick red)
and III (thick black) using the reference setting (solid and
thin dashed lines are for the cross-section sets W03 and
GAL09). The special best-fit model O/I and III/II are also
plotted in thin gray lines (light and dark shade respec-
tively).

over Model II. However, the latter seems to be more in
agreement with theoretical expectations on δ. Model II is
also more consistent with the measured propagated slope
γ = α + δ. Because of this oddity, we may not be able to
give a definite answer about the value of δ. This is further
complicated when ηT is left free: in that case best models
are always without convection, and even the pure diffusive
model is redeemed (although both have difficulties to re-
produce the B/C peak at GeV/n energies). We see that
many uncertainties show up at GeV/n energies. As also il-
lustrated by the various predictions for various δ in Fig 7,
the higher the energy, the closer we can expect to reach the
purely diffusive regime. Hence, high-energy B/C data are
desired to unambiguously pinpoint the value of δ.

9.3. Conclusion

In the past years, we have promoted and used a
model favouring both convection and reacceleration (e.g.,
Maurin et al. 2001, 2002, and subsequent studies) from sta-
tistical criteria. The main and known problem of this model
lies in its uncomfortably high value for δ (δ ∼ 0.8). Such

a model is also preferred in the present study. In addition,
we found that the high value for δ is extremely resilient to
any change in the setting, which leaves us with several al-
ternatives: either assume that there are complicated biases
in the data that conspire to give high δ in such models,
or that this high value of δ is real (in that case it needs
to be explained theoretically), or that any model with con-
vection should be excluded (which is in contradiction with
the fact that winds are observed in many galaxies). Even
if we adopt the last alternative, no firm conclusions can be
drawn on the value of δ. Indeed, if the statistical analysis is
relaxed, a large category of models are redeemed, attaining
any value for δ between 0.3 and 0.9: these models may be
purely diffusive, with convection and/or reacceleration, and
are very sensitive to the shape of the low-energy diffusion
coefficient (which is not prescribed theoretically for the mo-
ment). Data at higher energy are needed to solve this ques-
tion. More constraints can also be obtained by combining
several secondary-to-primary ratios (e.g., Webber 1997a,b).
This is left for a further study.

This study has limitations. For instance, we only varied
the source and diffusion parameters according to simple pa-
rameterisations. More complicated dependences could have
been inspected. However, it is worth reminding that it may
be dangerous to introduce too many ad hoc prescriptions,
as the statistical meaning—already unclear when compar-
ing the different classes of models—becomes less and less
obvious as the number of parameters and model tested in-
crease. In the framework of homogeneous and isotropic dif-
fusion coefficients, a maybe more important issue is the
question of the Galactic wind. A constant wind was cho-
sen because of the simplicity of the solutions (of the cor-
responding diffusion equation). On the one hand, Galactic
winds are ubiquitous. On the other hand, as shown in this
study, constant wind cannot accommodate realistic slope of
the diffusion coefficient. A linear wind may provide differ-
ent results. We are implementing a numerical solver in our
propagation code to inspect this issue. Another possibility
that cannot be ruled out is that the HEAO-3 data suffer
from non-trivial systematics.

Finally, the starting point of the paper was a comparison
between systematic uncertainties (generated by uncertain-
ties in the input ingredients) and statistical uncertainties
for the values of the transport parameters. The fact that
the former can be larger than the latter shows that many
efforts remain do be done in CR physics, especially for the
production cross-sections, before one can take full advan-
tage of any statistical analysis, as performed in Paper I
and II with an MCMC technique. Still, this area may come
soon, as new data on cosmic-ray nuclei are being released
(cream, pamela, tracer).
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Systematic uncertainties

Fragmentation cross section:
- from the cross section itself ~ 20%

Allowing for some systematic energy bias
- factor of 2 on D0

- 10% on δ
- 50% on vA

Unknown low energy physics: 
parametrized as

6 D. Maurin et al.: Systematic uncertainties on the cosmic-ray transport parameters

Table 5. K(E) and Kpp for different schemes.

Type of turbulence ηT
KppKxx

4/3 p2V 2
a

LBI Leaky Box Inspired 0 1
δ (4−δ2) (4−δ)

SA Slab Alfvén 1 1
δ (4−δ2) (4−δ)

IFM Isotropic fast magnetosonic 2−δ β1−δ ln( v
Va

)

Mix Mixture SA and IFM 1−δ β1−δ ln( v
Va

)

Note 5. The spatial diffusion coefficient is Kxx = βηT ·K0 · Rδ .

Table 6. Best-fit transport parameters based on different
low-energy dependence of the diffusion coefficient.

Type Kbest
0 × 102 δbest V best

c V best
a χ2/d.o.f

(kpc2 Myr−1) (km s−1) (km s−1)

0: LBI 3.48 0.45 . . . . . . 17.5
0: SA 4.08 0.40 . . . . . . 28.8

0: IFM 4.30 0.38 . . . . . . 36.7
0: Mix 3.71 0.43 . . . . . . 23.7

I: LBI 0.40 0.94 13.6 . . . 12.0
I: SA 0.42 0.93 13.5 . . . 11.2

I: IFM 0.42 0.93 13.5 . . . 11.6
I: Mix 0.41 0.94 13.5 . . . 12.0

II: LBI 5.50 0.38 . . . 65.0 1.61
II: SA 9.76 0.23 . . . 73.1 4.73

II: IFM 14.0 0.16 . . . 18.9 6.86
II: Mix 7.13 0.32 . . . 12.8 2.03

III: LBI 0.70 0.78 18.0 47.1 0.87
III: SA 0.48 0.86 18.8 38.0 1.47

III: IFM 0.49 0.85 18.9 45.6 1.25
III: Mix 0.73 0.77 17.8 57.4 0.93

Note 6. Model 0, I, II and III for L = 4 kpc. SA corresponds to the
reference DM used throughout the paper.

In a second step, we let ηT vary over a wide range in order
to draw more general conclusions.

6.1. Influence of the turbulence scheme

A few turbulence schemes are gathered in Table 5. The
associated best-fit values of the transport coefficients are
presented in Table 6.

When convection only is present (Model I), the low-
energy form of K(E) is irrelevant, as seen in Table 6. For
models with reacceleration (Model II and III), it signifi-
cantly affects almost all parameters. If there is no wind
(Model II), the effect is maximal on δ. The model with pure
diffusion (Model 0), or with both convection and reacceler-
ation (Model III) falls in-between. For Model III, the cases
SA and IFM on the one hand, and LBI and Mix on the
other hand give very similar results. This is easily under-
stood as the quantities ηSAT = 2− δ and ηIMF

T = 1 (respec-
tively ηLBI

T = 1 − δ and ηMix
T = 0) are roughly equals for

δbestIII ∼ 1.
The important result is that Model III is mildly sensitive

to the diffusion scheme, with an uncertainty of a few tens of
percent scatter on all the transport parameters. However,
Model II parameters are extremely sensitive to the diffusion
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Fig. 2. Same as Fig. 1, but now as a function of ηT [see
Eq. (10)]. The vertical gray-dotted line is for the default
configuration ηT = 1 (SA).

scheme (more than a factor of 2 scatter). Depending on
the case considered, δ is found in the range 0.16 − 0.38.
The hierarchy of χ2

min among the various models is always
conserved.

6.2. Generalisation to any ηT

We generalise the analysis by allowing for any value of the
parameter ηT in the diffusion coefficient K(E). Doing so,
we do not seek to provide sound physical motivations for
the range tested. In this section, whatever the value for ηT ,
the diffusion coefficient in momentum space is assumed to
follow KppKxx = (4/3) p2V 2

a /(δ (4− δ2) (4− δ)).
The best-fit transport parameters and χ2

min evolution
as a function of ηT are plotted in Fig. 2. For ηT ! −2, all
the models converge slowly towards purely diffusive models
(no convection, no reacceleration). But this is at the cost
of a bad χ2 (see bottom panel). Based on the χ2 criterium,
large values of ηT (" 2) are also disfavoured. The four con-
figurations have marked minima in their χ2

min, correspond-
ing to ηbestT ≈ −2.75,−2.5,−0.25,+0.25 for models 0, I, II,
and III respectively, for which δbest ≈ 0.6, 0.6, 0.4, 0.8. For
ηT ∼ −2.5, all models point at δ ∼ 0.5, close to a Kraichnan
spectrum for turbulence.

For Model III, for a well-chosen value of ηT , the diffusion
slope could be decreased at most down to δ = 0.5, but such

D ∝ βηT (ρ/ρ0)
δ

see Maurin et al, 1001.0553

large effects, especially on vA



In view of DM studies... study the BG!
Antiprotons can be produced by exotic galactic 
components, as DM, together with positrons

We estimate the max and min flux of CR 
antiprotons in agreement with B/C data (2σ).

Not too large variation, and overall agreement with data.
Strong constraints are likely.

The predicted astrophysical ap flux is 
almost independent of reacceleration



Propagation of Cosmic Ray 
Electrons (CRE)

 
mainly contributed by 

D. Grasso and D. Gaggero



Propagation of CRE
GALPROP: GALPROP: a numerical CR diffusion modela numerical CR diffusion model

           Main hypothesis

• Spatially uniform, power-law

energy dependent diffusion

coefficient

• Power-law source spectrum

•Continuos source (supernovae)

distribution in the Galactic Disk

(may fail for TeV electrons)
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For E > 10 GeV solar modulation, re-acceleration, convection have sub-dominant effects;
 only synchrotron and IC losses and plain diffusion play relevant role.   
A simple approximate analytical solution can be found  (see e.g. Bulanov & Dogiel ASS (1974)) 

R

h
λloss

Q(E) ∝ Eγ0

if

λloss =
��

E

D(E�)
b(E�)

dE�
�1/2

� 3
D(E0)

1028 cm2s−1

�
E

E0

�(δ−1)/2

kpc

Q(E) ∝ E−γ0 D(E) ∝ Eδ

since τloss = 1/βE

In the case of Kolmogorov diffusion to account forδ = 1/3 γ0 � 2.5(2.4) Ne(E) ∝ E−3.2 (3.0)

Ne(E) ∝ Q(E) τloss

λloss
∝ E−(γ0+ δ

2+ 1
2 )

β � 10−16 GeV s−1



Propagation of CRE with numerical diffusion 
packages

Respect to analytical or semi-analytical models   it is required 

✴to account for more complex source spectra/spatial distributions

✴to model consistently the secondary gamma-ray and synchrotron emissions

✴to possibly account for more complex diffusion scenario (inhomogeneous and 
anisotropic D)

Main logical steps    

•The diffusion equation is solved in the stationary limit by 
imposing null conditions at some (unknown) boundary           
(tipically a cylinder with Rmax ~ 10 kpc, zmax ~ 1 - 10 kpc )                  
reacceleration and subdominant loss processes are included

• The diffusion coefficient normalization and spectral slope is 
fixed against the secondary/primary light nuclei data 
(with large uncertainties yet)

• The electron source spectrum is tuned to match the 
observed propagated spectrum

The good of the pre-Fermi reference modelThe good of the pre-Fermi reference model

B/C Antiproton/protons

It also reproduces a number of other CR measurements

exept positrons !! (see later)

Electron source spectral index   !0 = -2.54 

Diffusion coefficient spectral index " = 0.33 

GALPROP: GALPROP: a numerical CR diffusion modela numerical CR diffusion model

           Main hypothesis

• Spatially uniform, power-law

energy dependent diffusion

coefficient

• Power-law source spectrum

•Continuos source (supernovae)

distribution in the Galactic Disk

(may fail for TeV electrons)
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Propagation of CRE with numerical diffusion 
packages 
                      (some possible caveats)

• The local CRE flux may fluctuate respect to Galactic distribution                        
(such an effect was invoked to explain EGRET γ-ray GeV excess)

• The source distribution is assumed to be continuos. 

Above the TeV                                      which is comparable to the mean active 
SNR’s distance

this may be a limit for numerical diffusion codes especially if there is a sub-class of 
sources dominating the high energy tail of the electron spectrum (e.g. pulsars)  

λloss ≤ 1 kpc



    The possible role of fluctuations/nearby 
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FIG. 1.ÈLocally observed electron spectra (top panel) compared with
the range of possible spectra in our model (bottom panel). The parameters
of the model are given in the main text. For each experiment, the 1 p
uncertainty range is indicated by a gray-shaded band connecting the data
points at the mean energies of the corresponding energy bins. The scatter
between the results of di†erent experiments indicates the level of systematic
uncertainties. The range of possible spectra in our model is given by the
gray-shaded bands in the lower panel. For 68% of the time the locally
observed spectra will be in the dark gray shaded region, and 95% of the
time they will be within the light gray shaded region. The black dashed line
shows the 68% range for a weaker energy dependence of the di†usion
coefficient (a \ 0.33 instead of a \ 0.6) to show the inÑuence of this param-
eter. The white dash-dotted line shows one of the 400 random spectra as a
particular example of what may be observed. The white dotted line indi-
cates the time-averaged spectrum. The e†ect of solar modulation is taken
into account for all model spectra using a force-Ðeld parameter ' \ 400
MV & Axford The data are not in conÑict with the range(Gleeson 1968).
of possible spectra in our model.

factor of 2 or 3, and above 100 GeV it is completely unpre-
dictable. Changes in the absolute numbers for the di†usion
coefficient and the radiative energy losses do not change the
basic behavior, but they can shift the transition between
weak and strong variability to lower or higher energies. If
the energy dependence of the di†usion coefficient is weaker,
i.e., a \ 0.6, the transition between weak and strong varia-
bility will be faster, and vice versa (a slower transition for
higher powers than a \ 0.6). For comparison, we have indi-
cated the result for an energy dependence of the di†usion
coefficient, D P E0.33.

As shown in the high-energy data for the localFigure 1,
electron Ñux are in accord with an injection spectral index
of s \ 2.0, although in a model with steady injection and a
smooth source distribution these data would require an
injection index of around 2.4 Concerning the(Skibo 1993).
distribution of high-energy electrons, the Galaxy would
look like Swiss cheese, with holes and regions of higher
density. In the line-of-sight integrals, which are relevant for
comparison with the EGRET c-ray data, averaging over
holes and high-density regions will give the same result as a
model with steady injection, but with a source index of 2.0
instead of 2.4. At higher latitudes, the line of sight will be so

short that regions of low or high electron density will be
resolved. The leptonic c-ray spectra in the direction of the
Galactic poles should be relatively soft, since the line-of-
sight integral of the c-ray emissivity will be dominated by
the soft local spectrum.

The absolute electron Ñux is reproduced if each SNR
provides an energy input of 1048 ergs in the form of elec-
trons, which is 1/1000 of the canonical value of 1051 ergs for
the kinetic energy input per supernova. Taken over a life-
time of 105 yr, the corresponding power of 5 ] 1035 ergs
s~1 is less than the X-ray luminosity of SN 1006 alone.

The time variability of the high-energy cosmic-ray spec-
trum will not be related to or even be synchronous with the
variability in the Ñux of low-energy cosmic-ray nucleons,
which can be traced by cosmogenic unstable isotopes in
sediments et al. Damon, &(Sonnett 1987 ; McHargue,
Donahue or meteorites1995 ; Kocharov 1996) (Bonino
1996).

A few notes should be added. We have taken supernova
explosions to be completely independent of each other. One
might expect some level of correlation in OB associations
and supernova remnants in OB associations (SNOBs),
which would make the basic e†ect of time dependence even
more dramatic, since the OB associations and SNOBs
would act as single sources, with longer lifetimes but much
smaller frequencies of occurrence.

Another important point is that we have assumed that all
electron sources produce the same spectrum. In reality this
need not be the case. Some SNRs will produce electrons
with harder spectra, and another group of SNRs will
provide softer spectra. It may be that the spectral form
depends on the age of the SNR. In fact, the radio data show
that SNRs do have di†erent synchrotron spectra (Green

If we take the electron injection spectral index of an1995).
individual SNR not as a Ðxed number but as a random
variable following some probability function, the time-
averaged spectrum dotted line) will produce a posi-(Fig. 1,
tive curvature. The level of time variability, on the other
hand, will increase. The dark and light shaded regions in the
lower panel of in which the spectrum is containedFigure 1,
for 68% and 95% of the time, respectively, extend beyond
those for the Ðxed injection index.

A Ðnal note concerns secondary positrons and electrons.
These particles are generated subsequent to interactions of
cosmic-ray nucleons with ambient gas, so the e†ect dis-
cussed here does not apply and the local spectrum of sec-
ondary electrons will not vary. Thus, the observed positron
fraction will also exhibit variability anticorrelated with that
of the primary electron spectrum. If we are indeed living in a
hole in the distribution of high-energy electrons, then the
positron fraction above, say, 20 GeV will be above the level
expected in steady injection models, if the gas density within
D1 kpc from the Sun is not also subaverage. This might
explain the observed positron fraction in that energy range,
which is indeed slightly above the model predictions

et al.(Barwick 1997).
We have seen that the discreteness of sources of cosmic-

ray electrons causes a strong variability in the local electron
spectrum at higher energies. Therefore, the high-energy
electron spectrum does not prescribe our choice of electron
injection spectrum in propagation models.

If we consider c-ray emission in the Galactic plane, the
line-of-sight integral of the emissivity will correspond to an
averaging over the di†erent variability states, and hence the

Pohl & Esposito ’97

It was studied either by 
combining  analytical propagation 

with Montecarlo generated 
sources  

 or by analytical propagation 
from actually observed candidate 

sources  

⇒

⇓

Aharonian & Atoyan ’95

Kobayashi ‘2004

Galactic + local components 

 or by analytical propagation 
from a distribution of local 

sources  ⇓



! ! ! The experimental situation before 2008Electron + positron spectrum

Above few GeV the spectrum was 
fitted by a                   power-

law 
(with large uncertainty )

in the figure GALPROP model with

(Alfven vel. VA = 30 km/s , no 
convection)

∼ E−3.2

δ = 0.33 γ0 = 2.54

Positron fraction 

tension with AMS-01 and HEAT
strong disagreement with PAMELA if 

positrons are only secondary 
products of CR p and nuclei 

it decreases if γ0 <  γp ≅ 2.7

e+

e− + e+
∝ E−(γp+δ/2+0.5)

E−(γ0+δ/2+0.5)
= E−γp+γ0



! ! ! ! The Fermi-LAT CRE spectrum
Electron + positron spectrum 
published in PRL, May 2009

based on 6 months data

compared with most significant 
previous data and the    conventional 

GALPROP model with
δ = 0.33 γ0 = 2.54

Preliminary spectrum based on the  
12th months data, down to 7 GeV
Latronico - 2nd Fermi symp. 2009 

The spectrum is fitted by a E^(-3.06) 
power-law 

with hints for a hardening at ~100 
GeV and a steeping above 500 GeV 



           A conservative interpretation of the 
                   Fermi-LAT CRE spectrum

modulated, force-field with  Φ = 550 MV

 “          unmodulated

               modulated, force-
field 

                with  Φ = 550 MV

•  either do not match low energy Fermi-LAT data (               ) or gives a bad fit at 
higher energies (               )

•  do not match PAMELA both at high and low energies [ Note that the hard 
electron spectrum measured by Fermi makes the anomaly more seriuos !! ]      

•  do not match HESS data 

γ0 = 2.42

 “          unmodulated

              modulated, force-field 
                with  Φ = 550 MV
γ0 = 2.5

γ0 = 2.42
γ0 = 2.5

if           is 
assumed

δ = 0.33

this requires v_A = 30 km/s and 
strong spectral breaks at the source 

(see next slide)



Why models with moderate reacceleration should be 
preferred

Even more dramatically than what happen for protons, models with large v_A canʼt 
avoid a low-energy break. Indeed with (2.45/2.45) a huge bump appears which need to 
be cured by a strong (ad hoc) break at injection.



 A better fit of PAMELA positron fraction data at 
low energy can also be obtained in this case with 

the simple modulation set-up
γ0 = 2.0/2.5  above/below 4 GeV
δ = 0.46



!         ! Two components interpretations:
                         main motivations

Toy model with a Galactic                                            added to a conv. bkg with γ0 = 2.54Nextra ∝ E−1.5 e−E/1 TeV

• If the extra component is charge symmetric it allows to match PAMELA growing ratio above 10 GeV

• It the only way to match low energy Fermi and AMS-01 (both taken in a low solar activity phase) without 
invoking more involved modulation scenarios

• it allows a better fit of Fermi-LAT data at high energy as well as HESS data

• under some conditions it also allows to improve the fit of low energy PAMELA data (see below)

Φ = 550 MV Φ = 550 MV

δ = 0.33



! ! ! !  Our best two components model



       A more realistic treatment of local sources 
  it can be obtained by a proper combination of numerical and analytical 
results  • The propagation of e± from local sources (SNR, pulsars, DM substructures..) 

can be treaded analytically. 
• A consistent approach requires to use the same conditions (propagation 
parameters, energy losses) as in the numerical code used to treat the large 
scale Galactic component
•  In the case of astrophysical sources, actual observed properties of the 
source can be  used

• GALPROP or DRAGON  can be used in combination with analytical solutions 
from point-like sources implemented in the IDL package 



               !! ! Pulsar interpretation
• Energy source: rotational energy of the NS . The total  e±  energy release can be determined by pulsar timing 
(modulo an unknown efficiency factor  ηe± ) and can be as large as 1048  erg . 

• Particles from the pulsar are re-accelerated at the pulsar wind/shock - power law spectrum with index  -1 < Γ < -2  
 
• PWN  breakup  ΔT ≈ 10 - 100 kyr  after the birth of the pulsar, releasing the trapped e±    ( Ne+ ≈ Ne- )  

• Ecut  ~ 103  TeV  for young PWN ( T ~ 1 kyr )  it is expected to decrease with the pulsar age/luminosity                   
for middle-age pulsars ( T ~ 10 - 100 kyr )     Ecut  = 0.1 - 10 TeV   is a natural range 

   expected spectral shape at the source: Ne±(E) = Q0 (E/E0)-Γ  exp{-E/Ecut}

It was shown that e±  emission from nearby  pulsars may account for the PAMELA e
+ anomaly 

see e.g. Blasi & Serpico 2008 →



! ! ! ! ! ! ! Pulsar interpretation
In D.G. et al. [Fermi coll.] 2009,  the CRE background computed with 

GALPROP was summed to the analytically computed flux from actually 
observed pulsars taken from the ATNF radio catalogue

consistent choice of the propagation parameters and loss rates were used

 Γ  = 1.7;  Ecut = 1 TeV ;  Delay = 60 kyr;    e± efficiency = 40%   -  background: conventional GALPROP with γ0 = 2.7   

Including the contribution of all observed pulsars with d < 3 kpc and allowing for 
the relevant pulsar parameters two vary in reasonable ranges, they got:

e±  production efficiency: 10% -  30% ; 1.5 <  Γ < 1.9 ;  800 < Ecut < 1400 GeV



! ! ! ! ! ! ! Pulsar interpretation 
           using our propagation best-fit model 

Modified background “DRAGON” model with γ0 = 2.64 and δ = 0.46 (and no break in the 
source proton spectrum) based on new analysis of CREAM (B/C)  and PAMELA (proton 
and antiproton) recent data 

a much better fit of PAMELA positron fraction low energy data is obtained 



! ! ! ! Pulsars + SNRs local contribution 

For illustrative purposes, we consider here all observed radio pulsars (dashed lines)+ SNRs 
(solid) with d < 2 kpc

Modified background model with γ0 = 2.4 and δ = 0.46 and Ecut = 2 TeV

PRELIMINAR



      Is this consistent with γ-ray 
measurements ?

PRELIMINARYconventional model

astrophysical extra component model

Fermi-LAT at intermediate lat.

The extra component can be safely approximated here with a continuos distribution

Accurate data by Fermi-LAT and AMS-02 may help to disentangle those scenario

The predicted flux should be compared with observations at different latitudes (work 
in progress)  in order to disentangle astrophysical from  dark matter signatures (see 
below).

  



! ! ! Dark matter annihilation interpretation(s)
Recent models invoke new (pseudo)scalar particle(s) which may decay mainly into 

leptons (such to avoid PAMELA antiproton constraints) and boost the annihilation cross 
above the value expected from standard cosmology due to the Born-Sommerfeld effect

Meade, Papucci, Strumia, Volansky, 2009

D.G. et al. [Fermi coll.] 2009



! ! Dark matter annihilation interpretation(s)

Bergstrom et al. 2009 

Combined interpretations of PAMELA and Fermi-LAT results have 
been proposed also for decaying DM scenarios

Constraints to those models have been obtained on the basis of antiproton data 
and gamma-ray measurements (see next talks)

It is crucial, in order to impose meaningful constraints on particle physics 
parameters from observations, to treat dark matter annihilation/decay products 
propagation consistently with the computation of the astrophysical background

Quite often this was not done properly !  

Astrophysical degeneracy's should also be taken into proper account 



! ! ! Astrophysical vs dark matter interpretations
 ! ! ! ! ! ! possible targets for AMS-02

• Spectral features

- Spectral breaks both in the e- and e+ spectra should be confirmed to validate the 
presence of the extra e± component (either astrophysical or DM): PAMELA positron 
anomaly need to be confirmed by AMS-02 and the CRE spectrum has to measured with 
better accuracy.
 
- Some bumpiness in the CRE spectrum may be expected for the astrophysical 
interpretation.  Bumpiness may also affect the DM constraints.
Its level depends on the propagation parameters which need to be constrained as better 
as possible by AMS-02 CR nuclei measurements.

• Electron Flux Anisotropy 

- In the case of pulsars it should detectable by Fermi-LAT and possibly better by AMS-02 
and point to some nearby object
- For DM annihilation the anis. should point to the GC; from a local clump is expected to 
be small.  In both cases it strongly depend on the propagation parameters. 



! ! Astrophysical vs dark matter interpretations 
• Gamma-ray measurements

- The presence of an extra CRE component should give rise to 
spectral breaks in the IC component of the diffuse emission of 
the Galaxy
- the effect should change differently for astrophysical, DM 
annihilation, DM decay, with Galactic latitude

Fermi-LAT will soon provide detailed maps and spectra

Similar considerations apply for the synchrotron haze to be 
observed by PLANCK

Again, the correct interpretation of those results requires a better 
knowledge of CR propagation (zmax , D0, δ) which need to be 
inferred from independent CR measurements)



  !! ! ! AMS-02 related science targets
Cosmic rays propagation 

parameters should be 
determined in the first year 
with unprecedent accuracy 

especially Do,δ,zmax 

Note that so far the uncentainty is quite large:   the MIN/MED/MAX models in Bottino et al. 
2005 -   δ = 0.85/0.7/0.46 - Strong & Moskalenko 2004  use δ = 0.33,   Evoli et al. 2009 best 
fit  δ = 0.46;  while 1 < zmax < 10 kpc   
    IT IS CRUCIAL TO REDUCE THE UNCERTANTIES ON THOSE PARAMETERS

MEASUREMENTS ARE NOT ENOUGH - all this requires semi-analytical or numerical 
models (GALPROP or DRAGON) and a lot of expertise. 

Our group (Di Bernardo, Evoli, Maccione, Gaggero, D.G.) already worked on this issue 
(see Maccione talk) and it is willing to widen the collaboration 



! ! ! ! AMS-02 related science targets

The positron fraction anomaly has to be confirmed
and explored to higher energies.

It would be the strongest evidence in favour of an extra 
component  

It should be compared with CR tuned astrophysical and 
DM models

Antiprotons can then be used either to confirm 
those measurements or to look for signal of 

new physics or to exclude some interpretations   

M.Incagli, Scineghe’09

M.Incagli, Scineghe’09

This requires the same tools as for the CR



! ! ! ! AMS-02 related science targets
Electron spectrum may be measured by AMS-02 up to few TeV with the best energy 

resolution and lowest hadron contamination 

this will be crucial to confirm the spectral features hints by Fermi-LAT and to better 
measure the spectrum around the TeV   

The great advantage of AMS-02 is to allow to perform all these measurments with the 
same experiment, at the same time and out of the atmosphere

All this, however, may not be enough to disentangle astrophysical from DM 
interpretations of PAMELA positron anomaly (if confirmed) without complementary   

γ-ray and radio observations

Consistent interpretations of all those data requires the use of comprehensive 
numerical codes as GALPROP or the upgraded DRAGON(e) 

We look for people willing to help us to upgrade DRAGON(e) and to do physics with it
    - already works for light nuclei; electrons; gamma-ray 

- already interfaced with DARKSUSY
- should be possibly implemented to 3D to better account for local source and to 
account for anisotropic diffusion


