Mail exchange between Johan Montagnat and Vangelis Floros about Data management requirements for Life Sciences

Dear Vangelis,

Myself, Christophe and Romain (MDM developer) are probably good representatives for the LS usage of DMS. I provide some answers in the mail below. Let us know if you need more detailed input (and in which document we should put it).

Best regards,

johan

On Mar 13, 2009, at 8:10 AM, Vangelis Floros wrote:

Hi all,

You may have seen an outstanding task pending for months now regarding the production of Data Management documentation covering use cases beyond HEP. An initial draft for the documentation has been produced but was not accepted with much appreciation from the TMB since it was just a recycling of existing material already covered by the gLite Users Guide, having little value as a new document. In response to this reaction we decided to focus only on specific Use Cases and try to collect input from our communities wrt Data Management topics.

With LS being one of the most important consumers of such services, after HEP, it comes natural to ask for your contribution on this topic. Basically, what we need is one or more technical contacts who can coordinate with the INFN team and provide input on the above topic. The basic issues to be answered is:

- What data management services, tools and APIs offered by gLite are the LS applications exploiting.

Most applications currently use the "standard" DMS functionality: file registration into the file catalog, file access through LFN, file transfer/replication through standard lcg tools. Most users want to use the DMS in the same way they use their local file system: without explicitly mentioning target storage resource (currently this is only possible when reading registered file; an explicit storage location has to be provided on file registration), without ever manipulating explicit SURLs, without explicitly manipulating file replica. In particular, a majority of users do not want to manually control storage location with regard to computing location, nor bypass the "high level" file catalog as other application areas may do.

In addition to the "standard" gLite DMS functionality, LS users are also using advanced functionality for data encryption (EDS / Hydra servers) and secured relational metadata (AMGA).

In terms of APIs, command lines are used for lfc-* / lcg-* operations but a proper API for these services (integrating both catalog-level and file-level operations) is warmly desired. WS, java and C/C++ APIs are highly expected. Similarly, an API for accessing Hydra and AMGA is highly desirable (there is a java API for AMGA but recent experience show that it is not stable and usable). For the need of legacy application using POSIX file access, the IBCP has developed Perroquet, a Parrot-based wrapper that maps POSIX calls into grid operations and include data encryption/decryption on the fly.


- How the above are combined?

Currently, the APIs are too heterogeneous and makes the combination very difficult for application developers.


- What problems and gaps exist

1. Lack of proper APIs.

2. Lack of reliability /scalability (the biomed VO encountered huge problems with the LFC saturation in particular; it is unclear the problem is completely understood given that it re-appears whatever the counter measures put in place).

3. Lack of transparency. Examples are:

  - Registration of new files require explicit storage location specification

  - On file acces, the system will not try all replicas of a file if the transfer from the (first) selected replica fails

  - Replication is a completely manual process

  - Users are often requested (by site administrators) to copy manually data on closeSEs prior to run computations on a site. This is non sense from users point of view since the middleware is in charge of deciding on the target site.

4. Lack of advanced features such as data volume balancing, automatic replication and automatic migration to avoid SEs saturation. Similarly, the SEs end-of-life or maintenance procedures are far from satisfactory: a broadcast on mailing list is sent asking all users with data on a specific SE to migrate it manually. Usually, the list of users concerned is not known and the manual migration may be an extremely tedious process.

5. Access control is not coherently managed and very difficult to use in practice:

  - ACLs are managed independently by each SE and by the LFC: several replica of a single physical files may have incoherent access control information. A file LFN and the associated file SURL may have incoherent access control information.

  - Access control is only guaranteed by some SEs: depending on the target SE used, files may or may not be securely controlled, whatever the ACLs given.


- Specific use case scenarios

There are many different use cases within the life science cluster. Here are some (representative) illustrations:

  - Medical Data Manager (MDM): coordinated use of SE (a specific DPM service with a specialized medical data (DICOM) plugin), file transfer services, file catalog, encryption services and metadata services. Critical security / data protection requirement.

  - POSIX access to files: many legacy code make "local" POSIX file access call and need to be adapted to the grid (Perroquet performs this adaptation transparently, without requiring modifying the application).

  - Large DBs: some application (esp. bioinformatics) deal with large databases in files which transfer is prohibitive; jobs need to be scheduled on sites where the DBs are stored and partial file transfer is required.

  - Many small files: many application manipulated small (kB to MB) files). In some cases many of them (millions). System limitations (such as number of entries in SEs) have been reached. It was proposed that user collect their file in larger archives (tar files) but this was left under the responsibility of the users on a per application basis.

  - Multi-servers AMGA: some applications need to federate relational information stored in multiple database back-ends (MDM is one example). A multi-servers AMGA client was implemented in that purpose.



The above should be hopefully useful for a broad spectrum of applications. Please let me know what you think and lets react promptly in order to close this task asap.

Cheers,

Vangelis

