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PUBLISHABLE SUMMARY

Summary: NMR plays an important role in life sciences (bio-NMR), and structural biology in particular, at both European and international levels. In parallel, European developments in the area of Research Infrastructures in the past years resulted in a leading edge high-speed research network covering all Europe and in a overlaying production Grid infrastructure, realized by projects as EGEE/EGEE II. This integrated network and processing/storage environment – e-Infrastructure - provides a platform for new methods of global collaborative research – e-Science.

The main objective of this project is to optimise and extend the use of the NMR Research Infrastructures of EU-NMR through the implementation of an e-Infrastructure in order to provide the European bio-NMR user community with a platform integrating and streamlining the computational approaches necessary for bio-NMR data analysis (e-NMR). The e-NMR infrastructure is based on the GRID infrastructure and is fully compatibile with the EGEE middleware.
Objectives: The project aims to tackle the following objectives: i) establish a human collaboration network between the bio-NMR and the e-Infrastructure scientific communities; ii) assess the state-of-the-art of the computational aspects of bio-NMR; iii) implement and make available state-of-the-art computational methods. A broad range of networking activities will focus on standardisation, dissemination and outreach, training, hands-on workshops. The development and enforcement of operational and organizational schemes and policies will also be addressed.

Progress towards the objectives: In the first year, the activities mainly involved ....

Networking activities: For the first reporting period, the project partners.

The awareness for the project was broadly disseminated …

Service activities: It is planned that the Transnational Access to the e-NMR infrastructure …
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Joint Research activities: A uniform and integrated e-NMR platform that forms the core of the e-NMR infrastructure was developed. Several NMR research applications were identified … and …
User communities: The current status of the User Community of e-NMR is composed of …

International aspects: The project will reach a broad European bio-NMR user community via the links provided by the EU-NMR and NMR-Life projects as well as a broad European e-science community via the EGEE/EGEE-II link. ….

.

2. PROJECT OBJECTIVES FOR THE first half of the 2nd PERIOD

Work Package 0 
Work Package 1 aims to tackle the following general objectives (objectives 1.2-1.4 as described in Annex I – “Description of work” to the Contract):

· Organization of a community-wide critical assessment of NMR computational approaches. To carry out this assessment activity, experts in the field of computational procedures applied to bio-NMR will be brought together to test innovative and/or optimised approaches on defined NMR computational problems. These events will constitute a means to compare and assess the various methods. In this way, we will be able to identify software tools and protocols to be included in service and joint research activities within the present project. In addition, the assessment efforts will serve also the ultimate goal to keep the e-NMR platform always updated in terms of the latest developments and of state-of-the-art procedures. Such developments will be readily made available to users. The number and periodicity of events will be used as an indicator of the state of advancement of this objective.

· Study, design and adoption of policies accepted by all the partners, regarding the shared use of e-NMR. This objective will be tackled in close contact with the scientists and management of other large international e-science projects, and in particular with EGEE. The policies will be discussed and presented at relevant international forums, and discussed with national level authorities. Progress indicators include the participation in policy forums (including OGF, European Grid Conference, ICT and RI Concertation Meetings and especially eIRG), adoption of policies by the partnership and reflection at national and international level. In addition, we will seek coordination with other initiatives and networks relevant to the computational aspects of bio-NMR, such as CCPN and CCPN-Grid, EC-funded STREP projects, US structural genomics consortia making use of NMR and other relevant activities world-wide.

· Establish adequate support and dissemination mechanisms for the e-NMR infrastructure, provide training and promote the dissemination of good computational practices in bio-NMR. A Collaborative Forum will be established to support tight collaboration, including control and evaluation for this activity. The reference of collaborative actions (from mailing lists, portal repositories, videoconferencing, on-line demos and tutorials, to meetings and workshops), their adequacy, the participation by the community and, possibly, evaluation reports will be used to measure the status of this objective. Training courses for existing and potential users will be organized also to enhance the dissemination of best practices within the e-NMR user community, possibly in conjunction with EU-NMR user meetings or NMR-Life workshops.

For the present reporting period (year I), the specific objectives included training the project partners in the implementation and maintenance of grid services as well as in the deployment of software on the grid; establishing links with the bio-NMR and eScience communities to explore possible synergies and to disseminate awareness about the project; laying the preparation for the workshop on the assessment of NMR software tools. Toward the achievement of this latter objective, we had planned a specific deliverable of the project, which was the preparation of a database model to allow the NMR partners of the project to deposit their data to be used within the workshop.

Work Package 2 is dealing with “e-NMR grid deployment and operations”. As described in Annex I, the e-NMR consortium will set up an infrastructure that consists of shared resources both in terms of the infrastructure itself (network, computational resources, software) and of a new virtual research framework for the bio-NMR community. In order to be able to offer service activity, NMR Virtual Organization(s) supporting the activity of bio-NMR scientific community are to designed and operated.

· Deployment of the e-NMR grid infrastructure – The partnership agreed to implement full compatibility with the EGEE middleware and will set up an e-NMR Grid Operation Centre (GOC). Registration Authorities (RAs) trusted by the corresponding national Certification Authorities (CAs) for the participating sites and research institutes will be established. The grid services will comprise the Computing Element (CE) and Storage Element (SE). The NMR Virtual Organization will require the deployment and maintenance of a set of central grid services such as: Virtual Organization Membership Service (VOMS); Workload Management System (WMS); LCG File Catalogue (LFC).

· Support of the e-NMR grid infrastructure – After the successful installation of the middleware, the NMR software components identified and ported in the Joint Research Activities are to be integrated under the umbrella of the current tools of the middleware. An e-NMR Grid Operation Center (GOC) for management, control and support of the e-NMR infrastructure is to be established.

Work Package 3 is dealing with the “design and development of the e-NMR Grid platform”. According with Annex I, it has been designed to achieve the following objectives:

· Research applications are to be identified and ported onto the e-NMR Grid  (O3.1). The grid middleware (gLite) has to enhanced that it is suitable for NMR applications (O3.2). An integrated, harmonized biomolecular e-NMR platform covering all computational aspects of biomolecular NMR is to be developed (O3.3). Moreover, missing components of the e-NMR platform should be identified and resolved (O3.4). 

Four tasks were established to achieve the above objectives:

· Various NMR applications should be identified which are suitable for porting to the Grid (T3.1). Actions should be taken to enhance or to develop, respectively, the Grid middleware for e-NMR support (T3.2). The e-NMR computational platform and implementation of state-of-the-art protocols is to be developed (T3.3). And finally, the missing NMR applications within the e-NMR platform should be identified with emphasis given to smooth communication between the components and structure validation (T3.4). 

3. WORK PROGRESS AND ACHIEVEMENTS DURING THE PERIOD

3.1.1. WP0: Project Management

3.1.1.1. Summary of progresses

[...]

Task T0.3 is aiming at performing the first steps to guarantee self sustainability of e-NMR in the medium and long term. These steps include two actions: the integration of the grid sites hosted at the NMR laboratories into their respective National Grid Initiatives (NGIs); to be involved into EGEE-to-EGI transition process. Progresses on both sides were achieved in the reporting period: CIRMMP joined the Italian Grid Infrastructure (IGI) in March 2009, while BCBR and BMRZ started the same procedure in April and May 2009; contacts were established at EGEE 4th User Forum with Life Science SSC planning team (see also task T1.2 report).

3.1.1.2. Detailed description

[...]

Concering task T0.3, aiming at performing the first steps to guarantee self sustainability of e-NMR in the medium and long term, the revised DoW says:

“A crucial step in this direction, also in the light of the organization of the EGI project, is the integration of each of the three NMR nodes of eNMR into their respective National Grid Initiatives (NGIs). Partner 4 will be an important guide in this process. Interactions will also be established with the Life Sciences specific support center (SSC)”.

In March 2009 the CIRMMP grid site joined the Italian National Grid Initiative (IGI) adding its computing resources to the Italian Grid. It is now effectively part of the IGI/EGEE grid infrastructure and follows its operational procedures. In April 2009 BCBR obtained official support by BigGRID, the Dutch NGI, and initiated the process of becoming an EGEE site.
In May 2009 BMRZ started the process of registering with German/Swiss ROC to become also part of EGEE. 

In the context of the EGEE 4th User Forum the project had also the opportunity to establish the first link with the Life Science SSC proposal, as detailed below in the WP1 report.
3.1.1.3. Highlights

[...]
· CIRMMP joined IGI

· BCBR and BMRZ initiate the process to join respectively Dutch NGI and German NGI.

· e-NMR consortium actively involved into EGEE to EGI transition process

3.2. WP1: Monitoring, standardization and outreach

3.2.1. Summary of progress


[...]

Task T1.2 is aiming at establishing tight connections between the e-Science and bio-NMR community, disseminating e-NMR results at international e-Science event and inviting EGEE / EGI-DS representatives to relevant e-NMR workshops. Progresses on this were achieved in the reporting period taking advantage on the active participation of e-NMR to the “EGEE 4th User Forum” held in Catania in March 2009, where the project was awarded with the best demo prize. Futher dissemination was carried out in May 2009 at EGEE booth of “Research Connection” event in Prague and at the “Biomed Grid School” in Varenna. 

EGEE Life Science cluster leader and EGI-DS leader have been invited to participate to the final day of the “e-NMR training workshop” scheduled in June 2009.

3.2.2. Detailed description of progress

A meeting was held in Padua on November 4th, 2008. This was the annual meeting of the eNMR project, and the first meeting including the Advisory Board. An overview of all activities and achievements so far was given. The planning of subsequent actions and and events was extensively discussed. Finally the comments of the Board on the outcomes and the future of the project were received and discussed. Details are available in the meeting minutes listed in Chapter Error! Reference source not found. Error! Reference source not found..

On the occasion of the closing meeting of the Coordination Action NMR-Life, held in Montecatini Terme, Italy, on December 14-18, 2008, a presentation was given by Antonio Rosato to the entire audience of the meeting (120 people besides the organizers). Following a brief description of the project, a live demo of the eNMR portal prototype (see WP3) was given, including: i. the HADDOCK server; ii. the X-plor-NIH server; iii. the formatconverter server. The presentation overall lasted for one hour. At the same meeting, a booth was installed to show the attendees how to request a certificate and register to the eNMR VO.

The current status of the eNMR project and the new web portal (see WP3) were presented at the European NMR large scale facilities user meeting in Autrans in France (January 26-29). This meeting was attended by the users of the European large scale facilities who represent a wide NMR community across Europe and are future users of the eNMR platform. Alexandre Bonvin gave first a presentation on the project and its current status (see Annex XXX) which was followed by a live demo of the use of the platform for Xplor-NIH structure calculations by Andrea Giachetti. Similarly to what done at the previously mentioned meeting, a booth was installed to show the attendees how to request a certificate and register to the eNMR VO.

In order to work on sustainability, the Utrecht group has contacted the executive committee of the Dutch Big-GRID ( in the person of Dr. Peter Michielse. A request for support of eNMR under Big-GRID will be discussed in the next board meeting. Initial contacts have also been made with Accelerys (http://accelery.com), the software company distributing among other the commercial version of CNS. The partnership put an effort directly toward expanding the user basis of eNMR. To do this, on two occasions where a significant share of the European bio-NMR community was present, a demo of the eNMR portal was performed and a booth was installed throughout the two meetings to help potential users identify their relevant Registration Authorities. The combination of these two measures was designed in order to increase the number of eNMR users with personal certificates.

Further, the eNMR project was advertised by email to the worldwide HADDOCK user community (>500 registered research groups). First very positive reactions were received among other from NMR facility managers in the USA, which indicates that the project has outreach well beyond Europe.

The test data sets for the eNMR assessment workshop are available on line at http://www.enmr.eu/softwareworkshop. A document describing them is also available. This constitutes deliverable D1.2. The quality assessment of the structures generated by the various participating groups can be found online at http://nmr.cmbi.ru.nl/eNMRworkshop/index/index.html .
Concerning task T1.2, aiming at establishing tight connections between the e-Science and bio-NMR community, e-NMR results were promoted at the EGEE 4th User Forum event held in Catania, Italy, the 2-6 March 2009, with a live demonstration that won the prize for the best application demo with the following motivations: “it represented a unique and important application, was adopted to grid very fast, had a clear development strategy and most importantly brought new resources to the grid”. With this the project milestone “M1.2: Demonstration of e-NMR at e-Science event” was achieved. Further to the nomination as winner of the best demo, the consortium was invited to present the work on the EGEE stand at the event Research Connection,  Prague, 7-8 May 2009, and to give a lesson at the Biomed Grid School, Varenna, 10-15 May 2009.

Concerning future e-Science events, INFN is planning to promote the project participation to EGEE’09 Conference of Barcelona, Spain, which will be held the 21-25 September 2009, booking an exhibition space which can be used for e-NMR dedicated demonstrations plus a number of posters.
In addition, at the EGEE 4th User Forum, an oral presentation about e-NMR project was given in the session "4th Building Bridges in Healthgrids (BBH) Workshop – Scientific Workflows from Frontends to Multiple Enactment Environments and their Application to Biomedical Research". This workshop was a good opportunity to liaise with the EGEE Life Science Cluster and EGI_DS team, with INFN and BCBR reperesentatives attending also the final round table discussion  about transistion from EGEE to EGI strategy and the establishment of a EGI Life Science SSC (Specialized Support Centre) aiming at integrating Life Sciences related projects in the future EGI model. 

After that, INFN and BMRZ representatives attended the “SSC Workshop: Preparing SSCs for EGI” held in Athens the 5-6 May 2009, bringing the input of BCBR and CIRMMP representatives of bio-NMR community for the definition of the Life Science SSC. The e-NMR consortium will actively collaborate with the Life Science SSC planning team in all its aspects, including the integration of portals and VO services, and of course the continuing User Forum-related activities. Hence the project will follow the roadmap that was developed during the workshop and contribute where useful to its evolution, to ensure the preparation, evaluation, and improvement of the Life Sciences SSC proposal before the FP7 infrastructure call closes probably in November 2009.

The current status of the eNMR project and implementation strategies were presented at the EGEE User Forum / OGF25 meeting in Catania, Italy (March 2-6, 2009). This meeting was attended by GRID facility managers, developers and users from a broad range of field, including life sciences, representing both potential users of the eNMR platform and potential collaborators. Tsjerk Wassenaar gave a presentation on the project and an outline on the strategy adopted for development of applications (see Annex XXX). During the conference a live demo was given by Alexandre Bonvin, Tsjerk Wassenaar and Nuno Loureiro Ferreira of the eNMR portal, which was awarded ‘Best demonstration of an application’ (see http://gridtalk-project.blogspot.com/2009/03/final-words-from-catania-so-long-and.html). A short video of the presentation is available at http://gridtalk-project.blogspot.com/2009/03/e-nmr-for-grid-powered-protein.html. 

Dr. Alexandre Bonvin gave lectures presenting the eNMR project and its web portal at the Keystone meeting on “Frontiers of NMR in Biology” in Santa Fe New Mexico, USA, February 15-20, 2009 and at the  XXIème Conférence du GERM, Fréjus, France, March 8-13, 2009 (see Annex XXX). 

Participation to the "Extend-NMR meeting for EU representatives"; demo of exporting output from mddNMR1.6 to “Universal Spectral Format 3.0 (USF3)”, to CCPN software and viewing reconstructed ‘on-the-fly’ data in “Shape Viewer", the latter module was developed by Cambridge team specifically for working with USF3 format data; Nijmegen, Netherlands, 26-27 March 2009. 

During Feb-Apr 2009, Dr. Victor Zharavin provided to Bruker GMBH an update of "NUSsampler" program supporting any dimensionality of NMR spectra;  During Apr-May 2009, added multi-platform compilation compatibility to currently supported platforms (Mac OS X, several types of Linux, SGI) to include now also Windows and Sun OS. The program plus MDDnmr package, were reconfigured to fit Bruker requirements in the form of compiled library, is going to be released to the Bruker users in the from of  an offical TopSpin 3.0 release CD planned for second half of 2009. 

An agreement was reached with the SBGRID which agreed to deliver certificates for US eNMR users (see http://abitibi.sbgrid.org/grid/welcome.html). The eNMR web site has been updated to provide more specific information on how to obtain personal ceritificates for a number of countries (see http://www.enmr.eu/eNMR-registration ).




















































The BCRB team member Tsjerk Wassenaar was invited by the coordinator of the BioMed Grid School, Prof. Luciano Milanesi, to present the eNMR project and the implementation design strategies to the attendants of the 2009 school, held in Varenna, Italy, May 11-15. Slides and video of the presentation are available at http://www.biomedgrid.it/ (also see Annex XXX). 

The eNMR project was invited by EGEE to contribute to the exhibition at the Research Connection 2009 event, held in Prague, Czech Republic, May 7-8, under patronage of the European Commission. On behalf of the eNMR project Dr. Andrea Giachetti (CIRMMP) and Dr. Tsjerk Wassenaar (BCBR) were present at the conference to provide demonstrations.

e-NMR participated in or organized the following events:

Regarding interactions with the eScience community, a collaboration between the present project and the BELIEF II project was established by signing a Memorandum of Understanding (MoU). The BELIEF II project focuses on the dissemination of achievements and results produced by initiatives in the field of Grid computing, and fosters the implementation of collaborations involving players from different scientific and technological disciplines. The MoU signed involves the participation of e-NMR delegates at eConcertation events; the collaboration of e-NMR to the Digital Library of BELIEF II; the provision of contributions to the e-Infrastructures News Magazine. The arrangements for the point above where formalized on the occasion of the Belief meeting at the EGEE08 event (held in Istanbul, September 2008) where, as part of the networking activities of e-NMR, a delegate from the project was present.

3.2.3. Highlights

The following are the main achievements obtain in the first half of the 2nd year of activity within WP1.

[…]
· Best demo prize award at EGEE 4th User Forum
· Active involvement in meetings and workshops of LS SSC planning team
3.3. WP2: e-NMR Grid deployment and operation

3.3.1. Summary of progress


 A significant progress has been obtained towards the deployment of the e-NMR infrastructure (objective O2.1) and its monitoring, usage accounting and and support (objective O2.2)  as result of the work carried out by all of the four project partners. 

At the end of April 2009, the number of registered users with enmr.eu VO had reached the value of 65. As a comparison, the number of users registered with the EGEE global VO “biomed” at that time was 197. Notice however that biomed VO is covering since the beginning of EGEE project a broad scientific applications area divided into the three sectors of medical imaging, bioinformatics and drug discovery, and counting actually about twenty regularly used applications.

The planned training events and workshops demonstrating the e-NMR application platform organised in the second half of the project are expected to attract new users for enmr.eu VO, allowing meeting the target of 120 VO members declared in the DoW.

Anyway, nearly 150000 jobs and 12 years of normalized CPU elapsed time have been consumed on the grid by e-NMR applications in in the reporting period.

A complete description of the e-NMR grid usage and its operations control has been published in the document “D2.2: Assessment of the e-NMR infrastructure and GOC report” timely delivered at Month 18.

Here below is the summary of the main activities supported by the WP2 team during the reporting period:

· Two new grid sites of Italian National Grid, INFN-LNL-2 and INFN-TRIESTE, added its support to enmr.eu VO with 228 CPUs shared with others VOs.

· In April 2009 BiG Grid, the Dutch e-Science Grid, officially agreed to support enmr.eu VO. As a consequence, a large cluster farm with 1424 CPUs at Philips in Eindhoven, and an analogous cluster with 1152 CPUs operated at NIKHEF in Amsterdam, joined the e-NMR grid in May 2009.

· In March 2009, CIRMMP grid site joined the EGEE production grid after following the procedure implemented by the Italian ROC for adding new resources to IGI grid infrastructure.
· For all of the grid services, the following middleware updates to gLite / INFNGRID release issued during the quarter were applied: 

· packed update 32-33-34 for SL4 services, issued the 7/11/2008

· packed update 35-36-37 for SL4 services, issued the 5/12/2008

· packed update 38-39 for SL4 services, issued the 23/01/2009

· packed update 40-41 for SL4 services, issued the 4/3/2009

· packed update 42-43-44 for SL4 services, issued the 24/4/2009

· A mailing list enmr-sitemanagers@lists.infn.it restricted to site managers members and supporters of e-NMR project was set up at INFN for service alert notifications in the fifth quarter. A team of e-NMR funded personell set up at INFN had the task of checking daily the status of e-NMR grid using the monitoring tools set up in the first year of the project and described in the deliverables D2.1 and D2.2. They promptly notify via the mailing list e-NMR site managers about local grid issues or malfunctioning, in order to minimize the impact of badly working sites on job efficiency. The site affected by the problem is indicated on the subject of the e-mail, but the e-mail it is sent to the full list to make all site managers aware of the kinds of problems which can arise on e-NMR grid, so they can learn each others. The list has an archive allowing the tracking of problems for  further reference. It has seen an activity of 87 mail exchanges in the reporting period. 

· At the 4th EGEE User Forum Conference held in Catania, Italy, the 2-6 March 2009, 

contacts were established with the South African National Compute Grid (SAGrid) Joint Research Unit, and its related Life Science community. The interest into e-NMR was formalized with a letter of support, which stated the support of the Bioscience Unit of the South African Council of Scientific and Industrial Research (CSIR), and the offer of sharing with enmr.eu VO computing resources from the CSIR Cluster Computing Centre. SAGrid is deploying on its sites the IGI Release, so their integration into e-NMR grid is expected to be quite straightforward. A detailed work plan was agreed with the SAGrid Operations group and it is described in the deliverable D2.2. The WP2 team started to coordinate and support this activity and will follow it until the end of the project.

3.3.2. Detailed description of progress


· 
· 
· 
· 
· 
· 
· 
· 
· 
































CIRMMP and INFN centres are hosting since the beginning of the project the central core services for e-NMR grid.  While services hosted by CIRMMP are fully dedicated to e-NMR, the services hosted by INFN are shared with the Italian Grid Infrastructure (IGI), which in turn is part of the EGEE grid infrastructure. 

e-NMR grid is in fact a mixed infrastructure, composed by services and resources which are in part shared with other VOs of EGEE, and in part neither included in any National Grid Initiative (NGI) nor in the EGEE production grid. 

Currently, central core grid services span all the areas of the gLite architecture: job management, information system, security, data management, monitoring and accounting.

GStat service is hosted by Academia Sinica Grid Computing (ASGC) of Taipei, Taiwan, the coordinator of EGEE Asia-Pacific ROC, which courtesy agreed to add an instance for e-NMR grid on its EGEE-wide server. A failover instance of GStat is provided by INFN.
Computing and storage resources of e-NMR grid are geographically distributed across the four partners’ institutions: BCBR in Utrecht, BMRZ in Frankfurt, CIRMMP in Florence and INFN in a number of centres in Italy. An additional site managed by the CNR, member of IGI, supported enmr.eu VO on best effort basis.

The overall picture is shown in Table 1 below, which collect data taken from GStat.
	
	Month 12
	Month 18

	Site
	CPUs
	KSI2K
	TBs
	CPUs
	KSI2K
	TBs

	BCBR
	176
	314
	1.81
	176
	314
	1.81

	BMRZ
	16
	40
	0.89
	28
	70
	0.89

	CIRMMP
	32
	89
	0.17
	32
	89
	0.17

	Total dedicated
	194
	443
	2.87
	236
	473
	2.87

	
	
	
	
	
	
	

	INFN-PADOVA
	58
	60
	5.65
	86
	144
	5.65

	INFN-CATANIA
	204
	399
	-
	204
	399
	-

	CNR-ILC-PISA
	4
	3
	0.37
	4
	3
	0.37

	INFN-LNL2
	-
	-
	-
	132
	356
	-

	INFN-TRIESTE
	-
	-
	-
	96
	114
	20.43

	Total shared
	266
	462
	6.02
	522
	1016
	26.45

	
	
	
	
	
	
	

	TOTAL
	460
	905
	8.89
	758
	1489
	29.32


Table 1: Computing and storage resources forming the e-NMR grid at project month 12 and 18.

The above table does not include the two large cluster farms of BigGRID (www.biggrid.nl) which joined the e-NMR grid in May 2009: one with 1424 CPUs at Philips in Eindhoven, and one with 1152 CPUs operated at NIKHEF in Amsterdam. The total number of CPUs shared with other VOs is then about 3000 at the end of May, compared with the 522 available at the end of April.
The BCBR partner has in fact obtained support from BigGRID, the Dutch e-Science Grid. A meeting was organized in Utrecht on April 24th with BigGRID representatives and the  EGEE ROC manager, Dr. Ron Trompert, to discuss details and initiate the certification of the BCBR site into the EGEE. 
The BCBR partner has also invested in new hardware (4 dual core E6750 nodes and 1 dual quad core E5450 server) and deployed under XEN virtualization the following services, currently all in the testing phase using a local configuration and the latest gLite version:

- top-level BDII (currently reading a local configuration file to the test phase)

- BDII

- WN for testing

- CE

- UI

- MonBOX

- WMS

At the end of the first year, October 2008, the enmr.eu VO counted 26 people registered, all of them internal to the Consortium. After the milestone M2.1: “e-NMR grid operational” was achieved at project month 12, the registration was opened to research groups of the bio-NMR community outside the Consortium. At the end of April 2009, the VO counted 65 members, mainly part of the Consortium. It includes now however a few people from Slovenia, UK, US and New Zealand targeted at international bio-NMR events.

The availability of applications accessible via web portal increased at the same time as shown in Table 2 below.

	Month 12
	Month 18

	# VO members
	Application
	Access via portal
	# VO members
	Application
	Access via portal

	26
	NMRPipe
	
	65
	NMRPipe
	

	
	PROSA
	
	
	PROSA
	

	
	INFIT
	
	
	INFIT
	

	
	CNS
	
	
	CNS
	

	
	CYANA
	
	
	CYANA
	(

	
	XPLOR-NIH
	(
	
	XPLOR-NIH
	(

	
	HADDOCK
	(
	
	HADDOCK
	(

	
	CSRosetta
	
	
	CSRosetta
	(

	
	GROMACS
	
	
	GROMACS
	

	
	MAPPER
	
	
	MAPPER
	

	
	AMBER
	
	
	AMBER
	(

	
	
	
	
	CcpNmr FormatConverter
	(


Table 2: Evolution of the number of enmr.eu VO members, applications and their availability through web portal
The DGAS system, described in the next section, has been used to account the usage of the e-NMR grid by enmr.eu VO members. The period considered is in the interval from the 1st of November 2008, official opening of the e-NMR grid, to 30th of April (end of PM 18).

Figure 3-1 shows the number of jobs run per site in the given time interval. 
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Figure Error! No text of specified style in document.‑1: Number of job run by each grid site (147768 in total)
96% of the jobs (141805 over 147768) were actually submitted to the entire e-NMR grid through the grid-enabled web portal hosted at BCBR, making use of its robot certificate. 
The internal User Tracking System of the portal has shown that these jobs correspond to about 200 HADDOCK runs (a typical run submits to the grid 250 jobs, but for guru users the number can increase up to 15000), plus about 10 CSRosetta test runs (each run in this case submits from 1000 to 2500 jobs).

Figure 3-2 shows the normalized Wall time per grid site, i.e. the Wall clock time consumed on the computing nodes in KSI2K.days units. KSI2K unit is used to benchmark CPU performance for integer operations (see http://www.spec.org). For instance, a typical 3 GHz Intel or compatible CPU corresponds to about 1 KSI2K. 
A total of 12.2 KSI2K.years of normalized Wall time was consumed in the reported period.

In this case about 32% of the computing was provided by the NMR dedicated centres of BCBR, BMRZ and CIRMMP.

[image: image4.png]Normalized Wall time per Site
2008/11/01 - 2009/04/30 45.7%

WINFN-LNL-2  2,033.74d
EINFN-PADOVA  882.56d

19.8%" WBcer 598.50d
[BMRZ-FRANKFURT 477.21d
Ccirmp 351.35d

CIINFN-CATANIA  105.79d
Clothers 0.13d




Figure Error! No text of specified style in document.‑2: Normalized wall clock time consumed in each grid site (12.2 KSI2K.years in total)
A team of e-NMR funded personnel has been set up at INFN with the task of checking daily the status of e-NMR grid using the monitoring tools set up in the first year. Due to the limited number of people involved in grid operations, support requests from site administrators to grid experts are handled through the appositely set up electronic mailing list enmr-sitemanagers@lists.infn.it . This is a closed mailing list which includes all of the site managers of the three NMR centres. It was set up in January 2009, and has an activity of about 30 mails per month. The e-NMR/INFN support team promptly notifies via the mailing list e-NMR site managers about local grid issues or malfunctioning, in order to minimize the impact of badly working sites on job efficiency. The site affected by the problem is indicated on the subject of the e-mail, but the e-mail it is sent to the full list to make all site managers aware of the kinds of problems which can arise on e-NMR grid, so they can learn each others. The list has an archive allowing the tracking of problems for further reference. 

For those sites of e-NMR part of  IGI production grid, the IGI ticketing system is also used for communication with their site managers. For the two sites parto of  Dutch production grid added at the end od May 2009, their local support mailing lists have been used for the first contacts. The use of the Global Grid User Support (GGUS) system will be however the natural choice for communication. 

At the 4th EGEE User Forum Conference held in Catania, Italy, the 2-6 March 2009, contacts were taken with the South African National Compute Grid (SAGrid). Its manager has shown great interest in e-NMR project. SAGrid is deploying production high-performance grid computing services to South African research institutes and universities using the gLite stack from EGEE. It is currently supporting four scientific domains: Life Sciences, High Energy Physics, Nuclear Medicine (radiotherapy), and Astronomy/Astrophysics. 

The interest into e-NMR was formalized with a letter of support (added as annex in D2.2), which stated the support of the Bioscience Unit of the South African Council of Scientific and Industrial Research (CSIR), and the offer of sharing with enmr.eu VO computing resources from the CSIR Cluster Computing Centre. 

SAGrid is deploying on its sites the IG Release, so their integration into e-NMR grid is expected to be quite straightforward. A 7 steps work plan was agreed with the SAGrid Operations group as follows:

1)    virtual site installation at University of the Free State (UFS) in Bloemfontein or at University of Cape Town (UCT), test integration into e-NMR central services

2)    repeat installation at CSIR centre, validate configuration

3)    applications installation, tag and testing on virtual site

4)    repeat and validation at C4, final application configuration

5)    run pilot jobs to test infrastructure (at this point we will have an evaluation of the procedure to discuss major issues)

6)   CSIR centre into e-NMR production grid

7)   repeat at any site which wants to support e-NMR VO

We expect that some of the most stable sites of SAGrid will join the e-NMR grid already in 2009.





· 
· 
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3.3.3. Highlights

The following are the main achievements obtained in the reporting period of activity within WP2.
· “D2.2: Assessment of the e-NMR infrastructure and GOC report” timely delivered at Month 18.

· Resource usage proplerly accounted 

· New resources from IGI and Dutch e-Science Grid smoothly added

· Plans to add SAGrid resources have been made

· CIRMMP site entered IGI production grid, BCBR and BMRZ ready to enter in their national production grids.

· GOC support team set up for checking e-NMR grid health and providing user support
3.4. WP3:Design and development of the e-NMR Grid platform

3.4.1. Summary of progress


[...]

Task T3.2 is aiming at analysing the bio-NMR applications requirements with respect to EGEE middleware, in order to indentify eventually which parts of it need to be enhanced.

Progresses on this were achieved during the reporting period publishing the results of two surveys in the deliverable “D3.3: Request for Enhancement of gLite to support bio-NMR applications”. In particular, concerning the security issue, a new version of the web portal was developed with the goal of replacing robot-based job management with one based on user credentials.
3.4.2. Detailed description of progress

3.4.2.1. T3.1 Identification of NMR applications suitable for porting to the grid 
A series of software packages covering various aspects of the eNMR platform have been ported to the GRID in the last six months, adding the list of already ported software. The BRMZ team has deployed  the NUSSAMPLER software package for non-linear sampling data processing by Dr. V. Jaravine, MDDnmr 1.6 for processing of non-uniformly sampled (NUS) multidimensional NMR spectra, and the software packages PROSA for NMR data processing, MARS for automated resonance assignment, CYANA for automated NOESY assignment and NMR Structure calculation by torsion angle dynamics, and INFIT for scalar coupling constant determination from in-phase multiplets by P. Güntert. The BCBR team has deployed at all sites the CS-Rosetta software that makes use of Rosetta. This represents a newly identified application that is extremely CPU intensive and ideally suited for GRID computing. 
MARS: 
After contacting
 Dr. Markus Zweckstetter (MPI, Göttingen), the BMRZ partner has deployed MARS 1.1.3 software package (together with PALES) for the automatic backbone assignment of proteins on the eNMR grid. A usecase example is available for download on the WIKI pages (see http://www.enmr.eu/use-case-mars ). For assignment using residual dipolar couplings the software PALES was deployed in addition.

MDDnmr: The program 'MDDnmr 1.6' for processing of non-uniformly sampled (NUS) multidimensional NMR spectra was deployed on the grid. The package works with “Nussampler”, a routine to produce NUS schedule for acquiring n-dimensional NUS experiments, that was deployed on e-NMR previously. Potentially any pulse sequence can be run in the NUS mode (Varian supports it, Bruker supports this from release 3.0). In the NUS acquisition, only a fraction of full (conventional) data set is recorded. MDDnmr works by replenishing missing data points in the full matrix followed by regular FT processing of the complete data. automatic backbone assignment of proteins on the eNMR grid. The five usecase examples are available for download on the WIKI pages; the examples have extensive documentation on algorithms and adequate tutorial on usage (see  http://www.enmr.eu/use-case-mddnmr )
[image: image5.png]



Illustration of interpolation of a 3D dataset in time-domain by MDDnmr, from 5% sparse data matrix to full matrix:
NUSSAMPLE: 
The program package NUSSAMPLER generates Non-Uniform Sampling (NUS) schedules, nD tables for running sparse sampling experiments on Varian or Bruker NMR spectrometers. The NUSSAMPLER program creates a sampling table. After the experiment has been recorded according to a NUSSAMPLER table the experimental data can be processed using MDDNMR or HDNMR software, or alternatively by Maximum Entropy  reconstruction programs. The major NMR spectrometer vendors’ software also includes this program in the distribution (for Vnmr since several releases, for TopSpin in its next release) with detailed instructions how to set parameters for matched  acquisition and running sparse experiments. The NUSSAMPLER program can work as a standalone program, i.e. on the GRID too. 
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PROSA: 
The program package PROSA is an efficient implementation of the common data processing steps for multi-dimensional NMR spectra. PROSA performs linear prediction, digital filtering, Fourier transformation, automatic phase correction, baseline correction, and other common NMR data processing methods. High efficiency is achieved by avoiding disk storage of intermediate data and by the absence of any graphics display, which enables calculation in the batch mode and facilitates porting the PROSA software package to a variety of different computer systems. 

CYANA: 
The program package CYANA (Combined assignment and dYnamics Algorithm for Nmr Applications) is a software for efficient calculation of three-dimensional protein and nucleic acid structures from distance constraints and torsion angle constraints collected by nuclear magnetic resonance (NMR) experiments. 

It features a new implementation of the CANDID (Combined Automated NOE Assignment and Structure Determination Module) algorithm, an iterative approach with multiple cycles of NOE cross peak assignment and protein structure calculation using a fast torsion angle dynamics algorithm.
Nowadays, CYANA is one of the major software packages for NMR protein structure analysis. A recent review on automated protein structure calculation from NMR data (Williamson & Craven, J. Biomol. NMR 2009, DOI 10.1007/s10858-008-9295-6) shows that since its introduction in 2003, CYANA has been cited in more than 1100 protein structure entries in the Protein Data Bank (PDB, www.pdb.org). CYANA plays a crucial role in structural genomics initiatives that aim at determining a comprehensive set of three-dimensional protein structures. For instance, the National Project on Protein Structural and Functional Analysis (“Protein 3000 Project”) in Japan, has yielded more than 3000 new protein structures, about half of which have been solved by NMR with the CYANA program package. Academic and commercial research groups that use the CYANA software package can be found all over the world.
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A number of use-cases have been made available providing examples on how to run NOE assignment and structure calculations on the eNMR grid with CYANA. Specificly, the CYANA use cases include 

· Basic structure calculation from given distance and torsion angle restraints

· Structure calculation starting from manually assigned NOESY cross peaks 

· Combined automated NOE assignment and structure calculation

· Structure calculation for a homodimeric protein

· Structure calculation including residual diploar coupling constant restraints 

· Structure calculation including pseudocontact shift restraints

INFIT: INFIT 
is a method to determine scalar coupling constants from in-phase multiplets, focussing on spectra which are routinely recorded with a good signal-to-noise ratio during the course of protein structure determination by NMR, e.g. homonuclear [1H-1H]-NOESY spectra. The scalar coupling constants are extracted from the in-phase multiplets using inverse Fourier-transformation of the data points representing a cross peak along 2 and a non-linear least-squares fitting procedure. 
Scalar coupling constants contain structural information because the Karplus equation relates these to dihedral angles. 

ROSETTA:  The Rosetta software focuses on the prediction and design of protein structures, protein folding mechanisms, and protein-protein interactions. Rosetta codes consistently exhibit repeated success in the Critical Assessment of Techniques for Protein Structure Prediction (CASP) competition as well as the CAPRI competition. Rosetta codes also address aspects of protein design, docking and structure.  The Rosetta software is currently licensed for free to users at academic and nonprofit institutions. Over 2000 academic users in more than 32 countries use Rosetta. Rosetta also supports the use of NMR restraints (RDCs and distances) in the structure calculations, which makes it particulary interesting for NMR structure calculations with sparse experimental data.
CS-ROSETTA: CS-ROSETTA is a protocol which generates 3D models of proteins, using only the 13CA, 13CB, 13C', 15N, 1HA and 1HN NMR chemical shifts as input. Based on these parameters, CS-ROSETTA uses a SPARTA-based selection procedure to select a set of fragments from a fragment-library (where the chemical shifts and the 3D structure of the fragments are known). The fragments are assembled using the ROSETTA protocol. The generated models are rescored  based on the difference between the back-calculated chemical shifts of the generated models and the input chemical shifts. For more information see http://spin.niddk.nih.gov/bax/software/CSROSETTA. CS-Rosetta is extremely computationally intensive: typically 50000 models should be generated requiring  in the order of 10000 CPU hours. The model generation can however be perfectly distributed on a GRID, which makes it a perfact application for GRID computing. Such requirements make it pratically impossible for groups without large internal computational facilities  to run such calculations. We therefore expect that the eNMR implementation of CS-Rosetta (see below for the web portal) will attract a large user community. The porting of CS-Rosetta to the GRID was received with enthusiasm by its developers, Dr. Yang Shen from Dr. Bax’group at NIH in Bethesda and Prof. David Baker at the University of Washington in Seattle (Dr. Bonvin (BCBR) visited recently the Baker group in Seattle). They both offered full support and will provide their latest unpublished development to further extend the capabilities of the eNMR platform.


3.4.2.2. T3.2 Enhancement and development of GRID middleware for eNMR support
Concerning  this task, the deliverable “D3.3: Request for Enhancement of gLite to support bio-NMR applications” was timely delivered at Month 18. It contains the results of two surveys: one circulated within the consortium is about characteristics of the applications currently available on the e-NMR platform; the other one is an on-line survey about data security needs of NMR applications which was made available at the project web portal and circulated among the bio-NMR user community outside the consortium.
From this survey, it turned out that the applications currently deployed on the e-NMR grid had not very stringent requirements and could quite easily be interfaced with the latest gLite middleware exploiting its very basic functionalities. For some of the applications there is a plan for the second phase of the project to exploit more advanced gLite capabilities like MPI support and one-shot job collections submission.

Concerning the survey about data security issues, 96% of the answers came from Academia and others no-profit organizations, while only 4% from private industrial sector. From the small minority of respondents who indicated security as an issue, about one third come from organizations having policies preventing to send sensitive data over internet to be used as input for NMR calculations by the applications web servers. For this small minority, confidentiality of data handling is the major concern, to be achieved via encryption and ACL-based access. 

The collected  requirements were matched with the most recent lists of requirements coming from various user communities, including the Life Science one, and already pointed out to the middleware developers at the EGEE-III and EGI level.

Concerning the security issue related to the use of certificates, the access rights to the portals were guaranteed by requiring:

1)  a X509 personal certificate issued by a IGTF accredited CA loaded into the users’ browser

2)  the personal certificate DN had to be registered with the enmr.eu VO

Behind the portal a business logic software component performed the needed operations to allow job submission over the e-NMR grid. The current version of the HADDOCK, CS-Rosetta and Xplor-NIH portals job submission is implemented making use of X509 robot certificate issued per application by NIKHEF and INFN CAs, according with the VO Portal Policy draft documented by the Joint Security Policy Group (JSPG) of EGEE.  In particular, the large number of jobs to be submitted and monitored by the HADDOCK and CS-Rosetta portals calls for automation. The current implementation of these two portals makes use of a robot certificate, qualifying them as a “parametric portal” according to the Joint Security Policy Group (JSPG) (see http://www.jspg.org/wiki/VO_Portal_Policy#.E2.80.9CParameter.E2.80.9D_Portals). The portal also obeys to the BigGRID (Dutch e-Science GRID) policies (see http://www.biggrid.nl/infra/BiGGrid-VO-Portal-Policy-v1.pdf ). 
A custom User Tracking System was implemented by portal developers in order to keep track of applications usage by each user, associating the DN of the users’ certificate read at portal access time with the identifiers of grid jobs submitted with the robot on behalf of the user. Of course the usual grid accounting tools will see only the aggregate application usage, while the portal administrator will be always able to see the usage records of each user.

During the reporting period a second version of the Xplor-NIH portal was developed with the goal of replacing robot-based job management with one based on user credentials via the so-called proxy delegation mechanism. In this version, the user accessing the portal delegates his credential to both the Myproxy server and the portal web server. The latter will generate a proxy certificate to be used for job submission on users’ behalf. The interaction between the user and the delegation service is managed by a java applet. The new architecture is shown in Figure 3-1. The generation of a proxy certificate is as follows. The user does contact the delegation service running on the web server. The service creates a public-private key pair and uses it to generate a Certificate Sign Request (CSR). This is a certificate that has to be signed by the user with his private key. The signed certificate is then sent back to the service. This procedure is similar to the generation of a valid certificate by a CA and, in fact, in this context the user acts like a CA. The certificate generated so far is then combined with the user certificate, thus forming a chain of certificates. The service that examines the proxy certificate can then verify the identity of the user that delegated its credentials by unfolding this chain of certificates. Once the proxy has been created and associated to the user ID in the web server database, it is transferred on the UI local to the web server LAN and behind a firewall. Decoupling the web server hosting the portal from the UI performing the job submission adds a futher level of security. Jobs are submitted to gLite WMS using the short-lived proxy (12 hours of lifetime). Jobs lasting more than 12 hours will have the short-lived proxy automatically renewed before its expiration via the gLite proxy renewal mechanism acting at WMS level using the long-lived credentials (with maximum lifetime of two weeks) stored in the Myproxy server.
The suitability of this new portal implementation with proxy delegation mechanism for implementation in the HADDOCK and CS-Rosetta portals (both requiring a smooth automation  with a very large volume of grid jobs to be submitted and monitored) will be investigated in the coming  months by the INFN partner who will support the BCBR team in the transition process once proven suited for implemetation.
A more detailed description of the adopted solution will be given in the document “D2.3: New components’ integration and deployment report”, a project deliverable due by Month 21. 
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Figure 3-1: New web portal security architecture

3.4.2.3. T3.3 Development of the eNMR platform and development of state-of-the art protocols
A web portal to the eNMR platform was designed by the BCBR partner providing the eNMR access point to the various portals developed by the eNMR team. The portal is available from: 
http://www.enmr.eu/access
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The portal already provides access to the following component of the eNMR platform, including two newly developed portals:

· HADDOCK
 

· Xplor-NIH


· CYANA  (New!)
· CS-Rosetta  (New!)
· The eNMR database 

· The CCPN format converter
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The HADDOCK eNMR web portal
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The eNMR GRID-enabled HADDOCK developed by the BCBR portal is fully functional and has run to date around 200 runs on the eNMR GRID, each run consisting of a minimum of 250 GRID jobs. The portal implement a workflow with parts of the preprocessing and analysis running on a local cluster at the BCBR site, while the core of the computational task is sent to the eNMR GRID. 
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Workflow of the HADDOCK GRID-enabled eNMR portal

The Xplor-NIH eNMR web portal

The CIRMMP partner has developed the Xplor-NIH portal that implements in a workflow two types of NMR structure calculation protocols followed by a refinement stage in explicit solvent using the AMBER molecular dynamics software. 
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The first protocol uses paramagnetic restraints, Pseudocontact Shift and Residual dipolar couplings, together with standard restraints. The input form can handle the topology, parameter and anisotropy values relative to the metal and the tensor used in calculations. Either a standard simulated annealing or a calculation with simultaneous refinement of the anisotropy tensors values can be performed.

The second protocol performs a standard NMR structure calculation using NOE and dihedral restraints. The results of calculation can be analysed directly in the web interface where the users can check violations, different energies contribution, RMSD values. 
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The structures, sorted according to their total energy, can be visualized directly on the web page using the java jmol plugin. In addition the structures can be further refined using the AMBER program. The Amber refinement jobs are managed similarly to structure calculation jobs; at the end of the job a summary of information can be visualized.
The CYANA eNMR web portal
The BMRZ partner has developed a CYANA web-portal (still in the testing phase). The prototype of this service allows Cyana structure calculations from given conformational restraints. It is assumed that NOEs have already been assigned and converted to upper distance bounds. No automated assignment of NOEs is performed.
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The protein's amino acid sequence file along with the structural constraints file are submitted through a web-browser on the client side. These are received by the web-server which manages and submits the structure calculation jobs for the time being on a local cluster at the BMRZ site. The cron demons keep a periodic track of the completion of the job and retrieve the results on it's successful completion. These results can be acquired/downloaded by unique users via the web-browser once the task is completed. The use of this portal is restricted by a pass-phrase  which is issued only to licensed users.

CYANA Web-portal flowchart 


The CS-ROSETTA eNMR web portal

The BCRB partner has developed and officially launched on April 1st a new CS-Rosetta web portal allowing registered eNMR users to run in a completely automated manner the entire CS-Rosetta workflow.
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The workflow beyond the portal consists of the following steps:

1) validation of input chemicals shifts and identification of flexible termini (on the local cluster)

2) Chemical shift-based fragment selection  (on the local cluster)

3) Model generation on the eNMR GRID. At this stage, between 500 to 2500 jobs are automatically submitted to grid, monitored and retrieved. CS-Rosetta is expensive in terms of CPU requirements, with an average run time per job of around 3 hours
4) Chemical shift-based rescoring, post-processing and presentation of the results on a web interface (on the local cluster).
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 The CS-Rosetta portal currently very efficiently by making heavy use of the Dutch BigGRID (http://www.biggrid.nl) which is now supporting the eNMR VO.
The BCBR team participated to the April Software Workshop in Florence with the CS-Rosetta portal. 
The eNMR database web portal
The eNMR database is also made accessible from the eNMR web portal. For a detailed description of the eNMR database please refer to the first year report.


The CCPN format converted web portal

The EBI partner, in collaboration with the CCPN team, has developed a beta version of the CCPN FormatConverter webportal. The beta version web FormatConverter (FC) interface was used to create CCPN projects and export data from the existing reference CCPN projects for the eNMR workshop in May. Being tested with “real” data (meaning here, data coming directly from users and often not following properly well-defined formats), it experienced several problems. The EBI partners and subcontractor Spronk could fix many issues, but due to the complexity of the system, problems remain that will be solved in the future. The feedback obtained during the workshop was very helpful in improving the server, and efforts are ongoing to make sure the available conversions are error free and any problems or server crashes are directly reported to the developers.
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About

‘The CepNmr FormatConverter web interface was designed
to facilitate conversions between any existing NMR data
formats and types. The underlying code is based on the
existing CcpNmr FormatConverter code written by Wim
Vranken, and was interfaced to this web site in a
collaborative effort by the team from the CCPN Project, the
EBI in Hinxton, and Spronk NMR Consultancy.

Beta version

This is the beta version of the CcpNmr FormatConverter
web interface and is not production stable. Please feel free
to try any conversion and report any bugs or strange
behaviour to the mailing list.

What the web interface does

The FormatConverter web interface aims to facilitate the
most common and simple conversions from one format to
another. In addition, it can create new or import existing
CCPN projects, and makes them available for download at
the end of the conversion session.

What the web interface doesn't do
‘The web interface is not designed to provide all NMR format

inter-conversion possibilities. For more complicated
conversions and CCPN project manipulations we advice to

How the web interface works

The web interface was designed to guide the user through the
format conversion process in a series of simple, intuitive steps
on various web pages. The steps ar

« Starting a format conversion session from a new or from
an existing project

Selection of the input data format

Selection of the input data types

Importing data

Selection of export data format(s)

Selection of export data types(s)

Exporting and downloading data

where the scheme on the right describes the pathways between
the different pages.
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Export
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Other ongoing developments

RECOORD: The BCRB partner has completed rewriting the RECOORD protocol for structure calculations and refinement, according to a modular, workflow-based approach. The new implementation allows running the whole RECOORD protocol as a single command in a terminal, as well as through a simple web-based user interface. For more advanced control, the modules can be called separately, with suitable flags. A web portal to RECOORD is currently in development.
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Molecular Dynamics with GROMACS: The BCRB partner has started adding a molecular dynamics (MD) protocol as a post-hoc analysis tool in relation to the RECOORD (or any other) structure  calculation protocols. This protocols features short MD simulations of a selected number of structures, followed by a number of feature extraction analyses, including back-calculation of NOE data, characterization of flexible regions and covariance analysis. The protocol involves automated setup, running and analysis of simulations. Although intended initially as extension to the RECOORD protocol, the MD protocol may be of interest as a stand-alone tool.  It is currently script-based running at the UI level. A web portal will be developed in the future.
Documentation
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The use of the eNMR webportal tools is described in online tutorials (D3.5) that can be accessed from: http://www.enmr.eu/WIKI . These include:

· HADDOCK webportal online tutorial
· Demonstration of the HADDOCK portal in the form of a Flash movie
· CS-Rosetta tutorial
· CCPN FormatConverter tutorial

· …????

The WIKI page also gives access to a large number of usecases providing data and example run files describing the use of the eNMR software on the GRID. These include:

· CNS example

· Xplor-NIH example

· CYANA examples

· Basic structure calculation

· Structure calculation with manually assigned NOESY peak lists

· Combined automated NOESY assignment and structure calculation

· Homodimer structure calculation

· Structure calculations with NOEs and RDCs

· Structure calculation with NOEs and pseudocontact shifts
· PROSA example

· MAPPER example

· MARS example

· INFIT example

· MDDnmr examples

· NUSsampler
· 3D HN(CO)CA, 3D NOESY ,3D HNCA, 2D 1H13C-HSQC, 4D NOESY

· GROMACS example
3.4.2.4. T3.4 Identification and development of missing applications

Several of the applications ported to the GRID and listed under section 3.3.2.1 (T3.1 Identification of NMR applications suitable for porting to the grid) were not in the initial design of the eNMR platform and were identified as important for eNMR during the course of the project. These include: MDDNMR, NUSSAMPLER, PROSA, INFIT, ROSETTA and CS-ROSETTA. The porting of these newly identified applications fall therefore under T3.4. We will keep monitoring new developments in NMR software and expect to add more software to our eNMR platform in the second half of the project.







3) 
4) 




3.4.3. Highlights

[...]
· “D3.3: Request for Enhancement of gLite to support bio-NMR applications” timely delivered at Month 18.

· New e-NMR web portal security developed

4. Deliverables and milestones tables 

Deliverables (excluding the periodic and final reports)

	Table 1. Deliverables

	Del. no. 
	Deliverable name
	WP no.
	Lead participant
	Nature
	Dissemination 
level

	Due delivery date from Annex I
	Delivered
Yes/No
	Actual / Forecast delivery date
	Comments

	D0.1
	Organization of 1st annual meeting
	0
	1
	R
	Public
	Month 12
	Yes
	Month 12
	-

	D0.2
	Organization of 2nd annual meeting
	0
	1
	R
	Public
	Month 24
	No
	Month 24
	

	D0.3
	Organization of 3rd annual meeting
	0
	1
	R
	Public
	Month 36
	No
	Month 36
	

	
	
	
	
	
	
	
	
	
	

	D1.1
	e-NMR database model
	1
	2,3
	Document
	Public
	Month 9
	Yes
	Month 9
	-

	D1.2
	Test data sets
	1
	1,2,3
	O
	Public
	Month 15
	Yes
	Month 15
	

	D1.3
	First assessment of state-of-the-art

	1
	2, 3
	R
	Public
	Month 18
	Yes
	Month 18
	

	D1.4
	Second assessment of state-of-the-art
	1
	2, 3
	R
	Public
	Month 30
	No
	Month 30
	

	D1.5
	Training of bio-NMR users
	1
	1
	O
	Public
	Month 33
	No
	Month 33
	

	D1.6
	Report on connections established within Task 1.2
	1
	1
	R
	Public
	Month 33
	No
	Month 33
	

	D1.7
	Annual report on the dissemination of e-NMR results in the bio-NMR and e-Science communities
	1
	2,4
	R
	Public
	Month 24
	No
	Month 24
	

	D1.8
	Annual report on the dissemination of e-NMR results in the bio-NMR and e-Science communities
	1
	2,4
	R
	Public
	Month 36
	No
	Month 36
	

	D2.1
	e-NMR grid infrastructure operational
	2
	4
	R
	Public
	Month 12
	Yes
	Month 12
	

	D2.2
	Assessment of the e-NMR infrastructure and GOC report
	2
	4
	R
	Public
	Month 18
	Yes
	Month 18
	

	D2.3
	New components’ integration and deployment report
	2
	4
	R
	Public
	Month 21
	No
	Month 21
	

	D2.4
	Report on e-NMR toward integration with EGEE
	2
	4
	R
	Public
	Month 27
	No
	Month 27
	

	D2.5
	Final report on e-NMR
	2
	4
	R
	Public
	Month 36
	No
	Month 36
	

	D2.6
	Second Assessment of the e-NMR infrastructure and GOC report
	2
	4
	R
	PU
	Month 33
	No
	Month 33
	

	D2.7
	New components’ integration and deployment updated report
	2
	4
	R
	PU
	Month 36
	No
	Month 36
	

	D2.8 
	Survey of the interest and demands of the user community as well as of potential industrial stakeholders with respect to the provision of fee-based services and/or training activities
	2
	1,2,3
	R
	PU
	Month 24
	No
	Month 24
	

	D2.9
	Evaluation of the results of the survey and implementation of consequent actions
	2
	1,2,3
	R
	PU
	Month 27
	No
	Month 27
	

	D3.1
	Release of first set of use-cases
	3
	1,2,3
	O
	Public
	Month 6
	Yes
	Month 6
	

	D3.2
	Overview of software for nucleic acids
	3
	1,2,3
	R
	Public
	Month 15
	Yes
	Month 15
	

	D3.3
	Enhanced gLite version for NMR
	3
	4
	O
	Public
	Month 18
	Yes
	Month 18
	

	D3.4
	Structure validation suite for DNA/RNA
	3
	2
	O
	Public
	Month 30
	No
	Month 30
	

	D3.5
	Online tutorials

	3
	1,2,3
	O
	Public
	Month 18
	Yes
	Month 18
	

	D3.6
	Integrated e-NMR platform
	3
	1,2,3
	O
	Public
	Month 36
	No
	Month 36
	

	D3.7
	Updated RFE of gLite to support bio-NMR applications
	3
	4
	R
	PU
	Month 30
	No
	Month 30
	

	D3.8
	Online tutorials
	3
	1,2,3
	R
	PU
	Month 36
	No
	Month 36
	

	D3.9
	Analysis of security issues brought about by the user community and by industrial stakeholders
	3
	4
	R
	PU
	Month 24
	No
	Month 24
	


Milestones

	Table 2. Milestones



	Milestone

no.
	Milestone name
	Due achievement date from Annex I
	Achieved
Yes/No
	Actual / Forecast achievement date
	Comments

	M0.1
	Kick-off meeting
	Month 3
	Yes
	Meeting report available
	

	M0.2
	Concluding general meeting
	Month 36
	No
	Final project report available
	

	M1.1
	First assessment of the state-of-the-art
	Month 18
	Yes
	Workshop report available
	Described at the deliverable D1.3

	M1.2
	Demonstration of e-NMR at e-Science event
	Month 18
	Yes
	
	http://gridtalk-project.blogspot.com/2009/03/e-nmr-for-grid-powered-protein.html

	M2.1
	Grid infrastructure operational
	Month 12
	Yes
	Month 12
	Described at the deliverable D2.1

	M2.2
	First integration of JRA developed components


	Month 24
	No
	Month 24
	

	M3.1
	GRIDable NMR applications
	Month 12
	Yes
	List of suited applications
	

	M3.2
	e-NMR software recommendation
	Month 12
	Yes
	Report with e-NMR recommendations
	

	M3.3
	e-NMR software directory structure
	Month 9
	Yes
	e-NMR software directory structure on CD/DVD
	


5. Project management

The objective of the coordination and management workpackage is the facilitation of all activities in order to achieve a smooth running project that will achieve its objectives fully and in time. Partner 01, Prof. H. Schwalbe, JWGU, is responsible for the co-ordination.

In the start-up phase, the kick-off meeting (General Assembly, 16th November, 2008) was held in Frankfurt (DE), at which following Coordinators/Task leaders were nominated and elected to the organisation structure of e-NMR as stipulated in the consortium agreement.

	Harald Schwalbe: 
	Project Coordinator



	Marco Betz: 
	Project Management



	Antonio Rosato:
	Task leader for the WP1 - Monitoring, Standardisation and Outreach



	Marco Verlato:
	Task leader for the WP2 - e-NMR Grid deployment and operation



	Alexandre Bonvin:
	Task leader for the WP3 - Design and development of the e-NMR Grid platform




The International Advisory Board is composed of merited experts in the field of GRID computing or Bio-NMR, respectively:

	Bob Jones
	EGEE-II Project Director, CERN - The European Organisation For Nuclear Research, Switzerland

	Wolfgang Gentzsch
	Head of the D-Grid Initiative Germany, Duke, PCAST, and RENCI. 



	Martin Billeter
	Professor in Biophysics at the Department of Chemistry, Biochemistry and Biophysics, at the Göteborg University. 



	Claudio Luchinat
	Professor at CERM and the Department of Agricultural Biotechnology of the University of Florence. 



	John Markley
	Director of the National Magnetic Resonance Facility at Madison and the BioMagResBank, U.S.A.


In order to manage the e-NMR project, several meetings were organised besides frequent personal communication and took place as scheduled:

	Date 
	Title/subject of meeting
	Location
	Number of attendees
	Website address

	16th Nov, 2007
	Kick-off meeting
	Frankfurt (DE)
	11
	-



	6th Dec, 2007
	Teleconference - Management
	Voice-over-IP
	9
	-

	18th Dec, 2007
	Platform developer’s meeting
	Utrecht (NL)
	12
	-

	17th Jan,

2008
	First level training of administrators
	Florence (IT)
	6
	-

	18th Feb, 2008
	Teleconference - Management
	Voice-over-IP
	10
	

	18th Mar, 2008
	Teleconference - Management
	Voice-over-IP
	7
	

	14th -15th Apr, 2008
	e-NMR software deployment
	Florence (IT)
	8
	

	6th of June ‘08
	5th e-Infrastructures Concertation Meeting
	Barcelona, ES
	
	

	16th-17th July ‘08
	Joint meeting of e-NMR and Extend-NMR
	Utrecht, NL
	14
	

	2nd Oct, 2008
	Teleconference - Management
	Voice-over-IP
	10
	

	5th Nov,

2008
	Annual project Meeting including the Advisory Board members
	Padua (IT)
	15
	


The project progresses on schedule and the Work Package leaders are already in the position to show first on-line demonstrations. The management council, which debated informally at Net-Meetings (please refer to the previous table), deemed no changes in the overall planning necessary.

Attracting the additional staff foreseen for the project proved difficult for Beneficiary 3 and 4 but the necessary tasks were complied with the permanent staff.

Concering task T0.3, aiming at performing the first steps to guarantee self sustainability of e-NMR in the medium and long term, the revised DoW says:

“A crucial step in this direction, also in the light of the organization of the EGI project, is the integration of each of the three NMR nodes of eNMR into their respective National Grid Initiatives (NGIs). Partner 4 will be an important guide in this process. Interactions will also be established with the Life Sciences specific support center (SSC)”.

In March 2009 the CIRMMP grid site joined the Italian National Grid Initiative (IGI) adding its computing resources to the Italian Grid. It is now effectively part of the IGI/EGEE grid infrastructure and follows its operational procedures. In April 2009, BCBR obtained official support by BigGRID, the Dutch NGI, and initiated the process of becoming an EGEE site while BMRZ started the process of becoming part of theEGEE via the German/Swiss ROC initiative. 

In the context of the EGEE 4th User Forum the project had also the opportunity to establish the first link with the Life Science SSC proposal, as detailed below in the WP1 report.
6. Explanation of the use of the resources until 30st of April, 2009

At present there are no major deviations in the realised efforts from the projected efforts. As a result, there are no major differences in budgeted and realised use of resources. Noteworthy, the efforts by additionally hired staft is less than planned by the individual partners. 

· In all cases, this is due to the fact that the partners were unable to attract sufficiently qualified staff at this early stage of the project;

All partners are in the process to adapt to the new FP7 rules. Thus, the declaration of costs by the permanent staff is still on-going.

6.1. Partner 01 - J.-W. Goethe-Universität - BMRZ

Personnel 

Peter Güntert (Full Professor) since 01/11/07

Marco Betz (Project Manager) since 01/11/07

Henry Jonker (Post doc) 01/02/08 – 30/04/08 with 1.0 FTE

Victor Zharavin (Senior Scientist) since 31/01/08 – post-Doc salary with full social insurance contribution with 1.0 FTE

Anurag Bagaria (PhD student) since 01/11/08 with 1.0 FTE

Total costs 
(estimated) from 1st November 2007 to 30th April 2009 

6.2. Partner 02 - Consorzio Interuniversitario Risonanze Magnetiche di Metalloproteine Paramagnetiche - CIRMMP

Personnel 

Total costs
 (estimated) from 1st November 2007 to 30th April 2009 

Meetings attended:

· eNMR annual meeting, Padua, Italy, 04/11/2008

· e-NMR EU Review, Bruxelles, Belgium, 8/12/2008

· NMR-Life closing meeting, Montecatini Terme, Italy, 14-18/12/2008

· EU-NMR annual meeting, Autrans, France, 26-29/01/2009

6.3. Partner 03 - Universiteit Utrecht - BCBR

Personnel

Alexandre Bonvin (Associate Professor, permanent) since 01/11/07

Johan van der Zwan (software ingenior/system administrator, permanent) since 01/11/07

Dr. Tsjerk Wassenaar, post-doc since 01/05/08

Dr. Nuno Loureiro Ferreira , post-doc since 01/11/08

Gijs van de Schot, student assistant 01/11/08-15/12/08 and 01/02/09-present (developed the csRosetta portal)

Management costs
- travel expenses to the eNMR meeting in Padua, to the review in Brussels, and to a grid administration course in Trieste.

Total costs April 30 
Direct Decl. Costs
 

Salary
 €    80.299,07 

Travel
 €      9.764,98 

Consumables
 €      9.026,45 

Management
 PM 

Total Direct
 €    99.090,51 

Indirect
 €    95.175,50
Total costs
 €  194.266,01 

75% EC contrib
 €  145.699,50
Meetings attended (in the six month reporting period):

· e-NMR EU Review, (December  8, 2008), Bruxelles (AB) 

· Conference phone call, (January 1st, 2009) (AB)
· EGEE User Forum / OGF25 meeting in Catania, Italy (March 2-6, 2009) (AB, TW, NF)

· Keystone meeting on “Frontiers of NMR in Biology” in Santa Fe New Mexico, USA, February 15-20, 2009 (AB)

· XXIème Conférence du GERM, Fréjus, France, March 8-13, 2009 (AB) 

· BioMed Grid School , Varenna May 11-15, 2009 (TW)

· Research Connection 2009, Prague, Czech Republic, May 7-8, 2009 (TW)

6.4. Partner 04 – Istituto Nazionale di Fisica Nucleare - INFN

Personnel

Marco Verlato (Senior Technologist), since 01/11/2007 with 0.5 FTE unfunded

Stefano Dal Pra’ (Technologist), since 01/06/2008 with 1.0 FTE

Eric Frizziero (Technologist), since 02/05/2008 with 1.0 FTE

Sergio Traldi (Technologist), since 02/05/2008 with 0.65 FTE

Simone Badoer (Technologist), since 01/10/2008 with 1.0 FTE

Management costs
-

Total costs 
(estimated) from 1st November 2007 to 30th April 2009 

Personnel costs: 132.450€

Travel costs: 2.819€

Tot Direct costs = 135.268€

Indirect costs = 81.161€
Total costs = 216.429€

Meetings attended:

· Kick-off meeting, 16/11/2007, Frankfurt (MV)

· Conference phone call, 6/12/2007 (MV)

· Developers meeting, 18/12/2007, Utrecht (MV)

· Grid deployment hands-on training, 17-18/01/2008, Florence (MV) 

· Conference phone call, 10/3/2008 (MV)

· Conference phone call, 18/3/2008 (MV)

· Developers meeting, 14-15/4/2008, Florence (MV) 

· Developers meeting, 16-17/7/2008, Utrecht (MV, SDP, 2109 Euro)

· e-NMR Annual Meeting, 4/11/2008, Padova (MV, SDP)

· e-NMR EU Review, 8/12//2008, Bruxelles (MV, 710 Euro) 

· Conference phone call, 22/1/2009 (MV)

· EGEE User Forum, 2-4/3/2009, Catania (MV)

6.5. Partner 05 – European  Molecular Biology Laboratory

Personnel

Management costs
Total costs (estimated) April 30

Meetings attended:
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Appendix – Letters of Support

LoS for e-NMR - EGEE external advisory board
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Minchen, 17. Marz 2009

NMR Review, Bruxelles, March 19th: EGEE Best Application Prize
for the eNMR Project,
Catania, March 6%, 2009

Dear Prof. Schwalbe,

on behalf of the EGEE External Advisory Committee | like to inform you
that the eNMR Project has won the EGEE Best Application Prize at the
Catania EGEE User Forum, March 6™, 2009, based on the vote of the
EGEE External Advisory Committee. You may use this letter to whom it
may concern.

EGEE is the largest multidisciplinary scientific grid infrastructure, with
300 sites in 50 countries, 80,000 CPUs, and about 300,000 jobs/day. At
the Catania User Forum there were 19 grid demonstrations, among
them the eNMR demonstration given by Alexandre Bonvin and Marco
Verlato, and about 300 talks, among them the eNMR talk and round
table contribution of Tsjerk Wassenaar.

The demonstrations have been evaluated on the basis of scientific
significance, the (added) value of the grid infrastructure to the scientific
success, the innovative and competent use of the grid, and the user
potential. We checked and discussed these aspects with 19 demos and
in the end, evaluating our results, came to the unanimous vote for the
eNMR as the best demonstration.

The eNMR project opens a very important field of life sciences to the
usage of grid infrastructure. We highly appreciate the software and
implementation strategy, based on EGEE gLite, plans for integrating the
large autonomous eNMR grid into the EGEE infrastructure, and the




[image: image26.jpg]preparation for the transition into the future EGI (European Grid
Infrastructure).

On behalf of the EGEE External Advisory Committee

Prof. Phil Andrews, University of Tennessee

Prof. Carole Goble, University of Manchester

Prof. Eike Jessen, Technische Universitat Miinchen
Dr. Rolf Kubli, EDS, an HP company Zrich

Dr. Les Robertson, CERN, Geneva

Eike Jessen;
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LoS for e-NMR - EGEE-III NA4
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Orsay, 9 March 2009

To whom it may concern:

During the EGEE User Forum that took place last week in Catania, Italy, I had the pleasure to
see the “e-NMR GRID platform for structural biology” demonstration. In my role as the
Application Support (NA4) activity manager for the EGEE-1II project, I try to view all of the
demonstrations at this event. The e-NMR demonstration stood out because of the
professional presentation, clear scientific interest, and direct relevance to EGEE. Linking the
e-NMR infrastructure with that of EGEE will bring a new community to the EGEE
infrastructure, broadening the impact of grid infrastructures on European science.

I served on the committee to evaluate the demonstrations and wholeheartedly agree with the
decision to select the e-NMR demonstration as the Best Application Demonstration.

Sincerely,

eadn 2, Z“T)\B

Charles Loomis
EGEE NA4 Activity Manager
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LoS for e-NMR - NCF
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Betreft: Letter of Support eNMR project

Geachte heer Bonvin,

—>
NCF

Stichting Nationale
Computerfaciliteiten

Datum: 11 maart 2009

Dossiernr: BIG GRID
Correspondentienr: 2009/00234/NCF/fh
Telefoon: +31 (0)70 344 05 79

Fax: +31 (0)70 344 09 46

E-mail: aerts@nwo.ni

On behalf of the Netherlands National Computing Facilities Foundation (NCF), concerning
this matter also representing the Netherlands National Grid Initiative, we fully support the

eNMR grid project and activities.

3

The eNMR grid activities have been quoted as an outstanding example of how to set up a
disciplinary operational grid environment. eNMR is in the Netherlands compatible with the
national grid in statu nascendi under the BigGrid project, which by itself is compatible and
fully interoperational with EGEE. eNMR in The Netherlands cooperates with BigGrid in the

national grid deployment activities.

We therefore support the eNMR project.

1/1

Laan van Nieuw Oost-Indié 300
Den Haag

Postbus 93575

2509 AN Den Haag

www.nwo.nl/ncf

Postbank 177018
Forus bank 64 23 30 824

Vermeld in uw antwoord datum,
dossier- en correspondentienummer




LoS for e-NMR - SARA
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Postbus 94613
1090 GP Amsterdam
Subject : Letter of support for e-NMR
By : dr. M. Bouwhuis
Date : 14/03/2009

To whom it may concern,

It is my pleasure and honor to write this letter in support of the e-NMR project and especially their efforts
in using the grid for their computational applications.

e-NMR aims at deploying and unifying the NMR computational infrastructure in system biology. The e-
NMR project addresses the fragmentation of computational methods in bio-NMR research, which
prevents full interoperability among different laboratories and detailed comparison of results, thereby
limiting the scientific impact of European bio-NMR research.

The project aims to solve this by using Grid technology to provide computational power while hiding the
Grid’s complexities from the scientific end-users by deploying a grid-enabled portal. E-NMR has chosen to
set up a Grid infrastructure that is under their control but fully based on the best practices, software,
procedures and services from the EGEE project.

The availability of this infrastructure allowed them to gain experience, tune and optimizes their usage of
the grid. Now that the scale of their application increases, e-NMR can seamlessly scale-up by using the
Europe grid infrastructure as deployed by the EGEE project and gain access to facilities provided by the
National Grid Initiatives in Europe.

This project can serve as an example on how the needs of a large user community with many different
applications and locations can by served by the Grid.

Dr. Maurice Bouwhuis

Groupleader eScience Support

High Performance Computing Division
SARA computing and networking services




 













	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
















	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	




	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

























	
	
	
	

	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	

	
	
	
	

	
	
	
	

	

	
	
	
	

	
	
	
	

	

	
	
	
	

	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	

	
	
	
	

	
	
	
	














	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	















	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	
















































































































































































































































































































	
	

	
	


	
	



	
	


	
	

	
	

	
	



	
	

	
	

	
	

	
	

	
	

	



	

	
	

	




	


	
	

	
	

	
	

	
	

	
	

	
	

	
	


	
	

	
	


	
	

	
	


	
	


	
	


	
	

	
	

	
	

	
	

	
	



	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	












































	
	
	

	
	
	

	
	
	

	
	
	

	
	
	




	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	















































































































































































































































































































































































































































































































































































































































































	
	
	

	
	
	

	
	
	

	
	
	

	
	
	




	
	
	
















��
��
�






Interim Report 


covering first six months of the second Year





SEVENTH FRAMEWORK PROGRAMME�Research Infrastructures
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Proposal/Contract no.: 213010 – e-nmr


Project full title:	Deploying and unifying the NMR e-Infrastructure in System Biology


Project coordinator: Prof. Dr. Harald Schwalbe


Project website:  http://www.enmr.eu/


Period covered: from 01-11-2008 to 30-04-2009








Project funded by the European Community
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Project acronym:


e-NMR





Contract n°: RI-213010





Project type: I3





Start date: 01/11/2007





Duration: 36 months





Total budget: 


2.766.650 €





Funding from the EC: 


2.050.000 €





Total funded effort in person-month:


325





Web site: 


� HYPERLINK "http://www.e-nmr.eu" ��www.e-nmr.eu�





Contact person:


Prof. Harald Schwalbe


email: schwalbe@nmr.uni-frankfurt.de


tel.: +49 69 79829737


fax.: +49 69 79829515





Project participants:
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CIRMMP	 IT
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�Marco B will complete this section after Chapter 2 and 3 were completed


�Every WP leader updates his section to the current period


�Please complete, Antonio, insert your part for WP1 and streamline the resulting detailed description


�Please complete, Marco V, and streamline the detailed description


�Please complete, Alexandre, and streamline the detailed description


� Please revise this scheme


� Please revise this scheme


�Not a good URL


�Please send a stand-alone document, something like the meeting minutes of the Workshop in May


�Here we only need an URL as a stand-alone proof


�Marco B will work on this


�Marco B will update


�Antonio, please, insert the updated information


�Marco V, is this the updated financial information?


�Dear Wim, please complete this part analogously like the other partners
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