C. Annexes – e-nmr

1.1. Support Activities

1.1.1. WP2: e-NMR Grid deployment and operation

During the 7th quarter the Work Package made further steps towards its objectives O2.1 (Deployment of the e-NMR grid infrastructure) and O2.2 (Support of the e-NMR infrastructure).

At the end of the reporting period, the number of registered users with enmr.eu VO had reached the value of 87, and increase of 22 w.r.t the previous quarter.In addition, more than 363k jobs and 103 years of normalized CPU elapsed time have been consumed on the grid by e-NMR applications until the end of the reporting period (and respectively 214k and 88 years in the last quarter).

A complete description of the software components and tools developed by the e-NMR project in order to grid-enable its applications has been published in the document “D2.3: New components’ integration and deployment report” timely delivered at Month 21.

Here below is reported the summary of the main activities supported by the WP2 team in reporting period:

· Two sites from BiG Grid, the Dutch e-Science Grid, enabled support to enmr.eu VO. As a consequence, a large cluster farm with 1424 CPUs at Philips in Eindhoven (HTC-BIGGRID), and an analogous cluster with 1152 CPUs operated at NIKHEF in Amsterdam (NIKHEF-ELPROD), joined the e-NMR grid in May 2009.

· For all of the grid services, the following middleware updates to gLite / INFNGRID release issued during the quarter were applied: 

· packed updates 45/46 for SL4/i386 services, issued the 25/5/2009

· packed updates 42/43/44/45/46  for SL4/x86_64 services, issued the 25/05/2009

· packed updates 47/48/49/50 for SL4/i386 and x86_64 services, issued the 14/7/2009

· packed gLite 3.2 updates 01/02 for SL5/x86_64 WN service, issued the 24/7/2009
· packed gLite 3.2 updates 02/03 for SL5/x86_64 UI and BDII services, issued the 27/7/2009
· The support mailing list enmr-sitemanagers@lists.infn.it has seen an activity of 110 mail exchanges in the reporting period. 

· The deployment of a number of HYDRA keystores was started at the main e-NMR grid sites in order to enable the gLite Encrypted Data Storage system.

· An AMGA metadata server for e-NMR grid was deployed at CIRMMP site.

· The deployment of the DMS Web Manager, a tool to perform data management operations via an user-friendly web interface developed by INFN and Consorzio Cometa was started for evaluation.

· The BCBR partner has been gradually incorporating grid services into its site, with the aim of reducing the load on critical VO grid services such as WMS and LB. The grid profiles are hosted either on XEN virtual machines or physical servers, running gLite 3.1 / INFNGRID release middleware update (packed update 47-50, issued the 17/07/2009, with exception for the WN's). We are in the process of updating profiles to the latest gLite 3.1 (packed update 51-52, issued the 19/08/2009), as well as testing migration of WN's to the new gLite 3.2 version. These are the current deployed grid machines: top-level BDII, site-level BDII, CE, UI, DPM SE, LB, WMS, MonBox, and WN's.

· In late June 2009, the NothernEuropean ROC added BCBR grid site to EGEE infrastructure to initiate the certification process. An update on all the above listed grid services had to be made in order to support both OPS and DTEAM virtual organizations, responsible for the certification and maintenance of EGEE grid sites. All our grid nodes were already added to GOCDB allowing proper monitoring by GStat.

· BMRZ has performed planned step-wise extension of the Frankfurt GRID cluster ahead of the increasing volume of jobs. 
· The BMRZ registered at the Germany/Switzerland Regional Operations Centre (ROC) and is following the procedure to become a fully certified EGEE site. The BMRZ site is registered and monitored by the GOCDB.
· The EBI engaged in discussions with the UK National Grid Service (NGS) who have agreed to support the enmr.eu VO.
· A joint platform for code development was deployed, as a result of task T2.3 activity. The Trac system (http://trac.edgewall.org/) was selected as a platform to share expertise, knowledge and code (plus descriptions) between the sites. It provides a Wiki, a timeline to track changes, support for project planning and issue tracking, as well as access to a subversion (SVN) source code repository. Using this platform will help to identify further issues (for example which NMR data formats are in use and need to be interconverted to create a pipeline between resources), and is essential for the project to continue smoothly beyond the current funding period, and when core developers leave.

· This WEB-eNMR Software Development Site is accessible at https://websql-enmr.cerm.unifi.it/trac/WEBeNMR/. For security reasons, access to this site is restricted so only users with a login can participate (for evaluation purposes, please click on the login link at the top right of the main menu, then log in as user eNmrGuest with password EU_evaluate!).

· After discussions on the platform Wiki and the development meeting at the BCBR (7th-8th July 2009), a set of subdivisions for the code was proposed and agreed upon, which serve to classify the software and simplify navigation:

1. Web layer: user interaction, HTML form handling, gathering data for program execution, etc. .

2. Grid layer: Job submission, job polling, SE data handling, etc. .

3. ‘Worker’ layer: Scripts that run on worker nodes (e.g. to set up environment to run CNS).

· For the directory structure and use of the SVN repository, it was agreed that the directory structure in SVN (for sharing and tracking code) does not have to be the same as the directory structure used for deployment (to provide a live web service), but that there has to be some scope for consistently handling and organising generic code that is useful for all sites. See https://websql-enmr.cerm.unifi.it/trac/WEBeNMR/wiki/eNmrDiscussion/DirectoryStructure.

· These shared decisions on the Trac site organisation now allow the partners to deposit their code and initiate or follow up discussions on the Wiki site. We are also creating a resource that describes the available software in terms of the process it performs the input and dependencies it requires, and the output and log files it generates. Discussions about how to deal with software protocols are ongoing.

· The shared development platform thus provides much clearer access to the e-NMR software (on the source code level), gives insights into the development process, and provides a single unified software structure that simplifies deployment of all e-NMR at the different sites. It will also help in making the e-NMR software available to external sites (e.g. industry).


































