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Proposal

Section 1: Scientific and/or technical quality, relevant to the topics addressed by the call 
1.1
Concept and objectives [Wim]
Explain the concept of your project. What are the main ideas that led you to propose this work?
Describe in detail the S&T objectives. Show how they relate to the topics addressed by the call, which you should explicitly identify. The objectives should be those achievable within the project, not through subsequent development. They should be stated in a measurable and verifiable form, including through the milestones that will be indicated under section 1.4, 1.5 and 1.6 below.

Within the Earth Science communities there is an amount of ‘Grid awareness’ created by several EC and national projects. ES communities have been active on different DCIs, with different flavors of middleware (e.g. gLite, Unicore, Globus, ARC). Many of such projects have delivered domain or application specific solutions, ranging from web portal frameworks to fat clients. 

With the DEGREE project we analyzed more than 17 Web portals used in the earth science community,  a few of them integrated with DCI resources like the EGEE infrastructure for computation and data analysis.  The usage model of web portal has proven to be valuable in exploratory scenarios, but has also proven to be very unlikely to achieve a sustained and meaningful impact on researches working towards scientific discovery. 
“The 1st generation grid portals for interacting with the middleware were stovepipe solutions to fit the needs of scientist that basically have capabilities to run and manage applications through Web applications”   [Teragrid x]
Science gateways are developed for over 5-10 years and a lot is standardized today. Many are using the so-called portlet component mode, defined Java Specification Request (JSR) 168.  Examples of open source portlet containers are uPortal, Pluto, liferay, Jetspeed and JBoss. Many Grid portals have been implemented using GridSphere  (i.e., EMII-Europe, Beingrid), other Java based grid portals use the Java CoG (Java Commodity Grid kit from the Globus project) to build their grid clients. This is regarded as the second generation of Grid portals [ Teragrid y].

It is clear the wheel is invented several times and the development of reusable components should be possible. The challenge is now to define the third generation of Grid portal technology for building generic components suited for the creation of Scientific Gateways 
The Earth Science Grid roadmap [ref/footnote] shows there is a clear need for this generic component framework: “Overall long term objective is to establish a ES Grid platform which fully integrates the mayor emerging ES standards (OGC, ISO, OAIS, etc.) This ES Grid platform shall provide ES users with easy sand seamless access to distributed and diverse data and support them in enlarging collaboration, creativity and productivity”
Therefore this project will define the Earth Science Gateway (ES-G). The Earth Science Gateway (ES-G) may be defined as:

“A middleware infrastructure on EGI that serves as an entrance to existing ES community infrastructures. “

For Earth Scientists, the ES-G is the middleware component that routes the service requests from ES community infrastructures to the DCI that is providing grid capacities. For Earth Scientists, the ES-G often acts as a proxy server and implements security (harmonization).

ES-G connects existing ES infrastructures (i.e. set of coherent resources: data, services, systems, models, documents, ontologies, etc.) and transfer resources employing different service models and protocols (i.e. implements mediation/harmonization solutions).
We need a component model matching grid services as component model for grid middleware. 
The researches typically have an existing work process pipeline for their applications and data running on lab, department or campus level resources, which they are reluctant to recreate or recast around web user interfaces. Both infrastructure providers and consumers must be integrated in building and delivering the end-to-end processing and data management capabilities needed for scientific discovery. We should consider the portal, infrastructure, and services as a toolbox for ES applications to be used in the engagement process, not as a turnkey solution.

The objectives of the proposal are to provide a toolset of components and a network of expertise to the ES community for building community or application specific science gateways. This will enable the ES user community to more easily access existing European DCI platforms. With the components for providing access to data and computing, it will be possible for the ES user community to compose complex workflows. 

The objectives will be achieved by:

1. Develop a modular component framework  reusable to construct portlet pages as well as composing and managing these parts
2. Matchable with OWS - How to modify the available open source OWS Java implementations? 

3. Extend the number of available DCI services and built components as a layer on a DCI , reusing what already has been developed (e.g. g-Lite G-OWS)

4. Develop to access datacenters from DCI, if not available from other projects (e.g. OGC  services for gLite)

5. All components will be available to Unicore, ARC and the upcoming UMD an commercial cloud DCIs

6. Demonstrator Gateway for usability: Process to work with the researchers

7. Component repository  will be maintained after the project by one of the partners (e.g. KNMI)

[image: image1.emf]
Figure 1: Earth Science Gateway architecture
1.2
Progress beyond the state-of-the-art [Stefano]
Describe the state-of-the-art in the area concerned, and the advance that the proposed project would bring about. If applicable, refer to the results of any patent search you might have carried out.

State-of-the-art

The progress of the Earth Science, as the science of the Earth system, requires to access the available information from the existing  sources of observations, measurements and simulations. Some of the outcomes of ES are then models and information tools enabling several ES applications directed to the Information Society (including the ES research community itself), such as Land Planning, Environmental Monitoring, Civil Protection and so on. Therefore ES has a clear demand of means to discover, publish, access and use of information resources (data and services) often with high performances to achieve Real-Time and Near-Real-Time capabilities. Fortunately the advances in the Information Technologies especially concerning processing, storage and communication capabilities provided the technological basis to develop advanced e-Infrastructures enabling the sharing of ES relevant resources, connecting sensors, data repositories and archives, and processing services. Moreover in the recent years several national, European, and international level programmes and initiatives were launched aiming to provide frameworks for sharing resources (data and services) useful to Earth Science researchers. Some of them have a particular relevance such as:

· Global Information Systems like the GEOSS (Global Earth Observation System of Systems), GMES (Global Monitoring for Environment and Security) and the SEIS (Shared Environmental Information System);

· Spatial Data Infrastructures such as the EC INSPIRE Initiative, the US NSDI, the Chinese NFGIS;

· Observatory systems such as the EBONE (European Biodiversity Observation Network
) FP7 Project, US NEON (National Ecological Observatory Network) and the GEO BON (Biodiversity Observation Network);

· Science Digital Library such as the US NSDL;

Many of them have planned or already implemented infrastructures for data and service sharing. These infrastructures are generally based on Web technologies and provide relevant services (e.g. geospatial services) often sharing international or community standards for models, protocols and interfaces. They are used in several ES applications and therefore can be considered as ES Community Infrastructures.

Obviously in parallel the planned EGI is another important infrastructure for ES applications since the EGEE production Grid has been already used to provide ES resources and applications in the context of several projects and initiatives.

The current situation is therefore characterized by a great heterogeneity of architectural and technological solutions, with several existing and planned infrastructures relevant for ES research and applications. They vary in terms of scope (national, regional, European, or global), objective (monitoring system, real-time applications, high performance simulations) and technology (Web-based systems, grid).

Progress beyond the state-of-the-art

It is noteworthy that the heterogeneity previously described cannot be avoided. Indeed the possible solution of designing and deploying a single infrastructure is practically unfeasible since the existing ones are designed basing on very different user requirements.  Instead, as the information and communication technologies history teaches, the key to overcome this kind of problem lies in the interoperability concept.

In the ES-G Project view, the ES Gateway is the system which aims to realize the interoperability between the planned EGI and the  existing or planned ES Community infrastructures. In order to better leverage on existing interoperability solutions it is useful to classify the resources to be shared into three different levels:  

· Application resources such as tools and high-level components including applications directed to the final users like decision-makers, citizens, researchers and so on.

· ES resources such as Earth observations from sensors, or digital repositories and archives, model outputs and so on. They are typically available through existing or future geospatial infrastructures.

· Basic resources such as storage, processing and communication capabilities for ES applications. They are provided by different Distributed Computing Infrastructures like networked clusters, Grid systems, Clouds, etc.

These resources refer to a different semantic level each. Indeed, basic resources work at the semantic level of jobs, tasks, files, databases, etc.; ES resources are observations, measurements, geospatial coverages, maps, etc.; and finally the application resources are expressed in terms of high-level concepts useful for the final user (such as a “warning” for the decision-maker in Civil Protection applications).   

Concerning the Applications level, in the ES-G Project approach, the interoperability is achieved through the use of a Portal. In particular it will provide the required interoperability at two different levels. The former implements a basic interoperability achieved through resource registries and catalogues providing means to discovery ES tools and applications available on the EGI and other ES Community Infrastructures. The second one implements an advanced interoperability including means to interact with Web-based applications through the Portal itself. The Portlet approach, widely adopted in several contexts, including Grid infrastructures, is considered the key technology to achieve application integration.  

The ES-G mainly focuses on the ES Resources interoperability. This means to provide a seamless access to ES Resources available through the EGI and the other existing ES Community Infrastructures. In the recent years, in the context of European and international initiatives, a big effort has been put on the harmonization of the geospatial resources sharing architectures and on the standardization as a mean to achieve it. Several specifications have been issued by different standardization bodies (such as ISO, OGC, OASIS) covering most of the relevant aspects of geospatial data interoperability: network services, data and metadata models and encodings, etc. The adoption of such specifications to access also the ES resources available in the EGI, would then allow to build a common layer providing access to ES resources available inside and outside the EGI. The Earth Scientist would then be able to build his/her own ES applications accessing data and services provided by EGI or by other ES Community infrastructures in a seamless way. By a technological point-of-view this means to provide grid-enabled components implementing standard geospatial resource sharing specifications for protocols, models and interfaces. To achieve this objective ES-G Project will leverage on the work of existing forums, consortiums and working groups such as OGC-OGF MoU, GOWS WG and so on.

Interoperability at the Basic Resource level means to provide a transparent way of accessing processing and storage resources inside and outside the EGI. This is actually out of the scope of ES-G Project since this topic is covered by other existing initiatives on DCI interoperability (such as the OGF). As previously described, the ES-G approach is to design and develop a common layer at the ES Resource level, based on the relevant standard specifications, which is as agnostic as possible in terms of the underlying DCI. 

The advantages which can be achieved through the implementation of the proposed ES Gateway can be summarized as follows:

1. Through the implementation of the ES Resources layer:

a. Two-way interoperability between the EGI and other ES Community Infrastructures:

i. The ES Resource layer provides seamless access to the most relevant ES Community Infrastructures. In particular geospatial data available through existing and planned standard-based infrastructures (e.g. INSPIRE-compliant infrastructures, GEOSS, etc.) can be accessed without the need of any adaption.

ii. On the other end, the ES Resource layer provides the possibility to publish data and services available on the EGI through standard models, protocols and interfaces, making them accessible through other infrastructures. 

b. The ES Resource layer hides the complexity of the underlying DCIs. A ES researcher has to deal with concepts like maps, observations, sensors, which are closer to its knowledge domain, instead of concepts like files, jobs and so on. 

c. The ES Resource layer provides a common service-oriented architecture. An application developer can build complex applications as a workflow of ES resource services (data access, processing, discovery, etc.) independently from the underlying infrastructure.
2.  Through the implementation of the ES-G Portal:

a. A single-point-of-access to applications and tools available on both the EGI and other ES Community Infrastructure.
1.3
Methodology to achieve the objectives of the project, in particular the provision of integrated services [Andrew]
Describe the methodology to achieve the objectives of the project, especially the way integrated services will be provided.

The objectives of the proposal are to provide a toolset of components and a network of expertise to the Earth Science community for building community or application specific DCI science gateways. The project will enable the community to use the DCI infrastructure with a low barrier to entry, overcoming some of the technical difficulties that otherwise exist. We will provide simple connectors to important datasets through Earth Science community standards, we will provide links to real-time environmental sensors, we will package key Earth science applications within simple-to-use interfaces, and we will ensure all of these work together, enabling sophisticated workflows tailored for the Earth sciences (WP5). 
In addition we will offer a community support framework to ensure the tools and components are fit-for-purpose. Demonstrator gateways (WP6) will provide major assistance to use the components produced in the project. By vigorously promoting the achievements of the project (WP4) we will raise awareness of the DCI contribution to understanding problems of global change, and will also influence the standardisation of technologies that bridge between Grid computing and the Earth sciences.

To achieve the technical objectives, we adopt an approach based on the important observation that advances in understanding the Earth system increasingly rely on its multi-connected nature. It is not possible to study systems in isolation – the global hydrological cycle connects atmosphere, ocean, and land; oceanic heat and CO2 absorption provides important feedback to the atmosphere; and terrestrial ecosystems are strongly affected by climate change and other environmental factors. Today’s Earth system science is inevitably multidisciplinary. This means that traditional discipline-specific technologies in Earth science are giving way to more interoperable solutions. Data sharing across thematic boundaries demands common standards and technologies. There is an emerging, if young, consensus around the interoperable standards of the Open Geospatial Consortium (OGC) and ISO Technical Committee 211 (TC211) on Geographic information and Geomatics. (In fact these bodies are closely aligned – sharing a ‘Class A’ liaison, and co-developing standards specifications.) These standards encompass a broad range of infrastructure components – metadata, data access web services, processing interfaces, data exchange formats, etc. As an example of their adoption, the INSPIRE Directive (2007/2/EC) requires all European public agencies holding environmental data in any of 34 themes (e.g. geology, oceanography, land use, habitats, etc.) to progressively adopt OGC and ISO TC211 standards, providing an unprecedented level of data availability and interoperability. Thus, we adopt a strong focus in the project on providing a bridge between these standards and the DCI platform (WP7, WP8, WP9, WP10).

In order to ensure the relevance and sustainability of the project deliverables, we adopt a strategy of engagement in two directions: inwards from the User community and related activities (WP2, WP3), and outwards towards key stakeholders and to future standardisation (WP4).

To achieve the project objectives, we exploit the synergies between the three elements of the I3 model (Figure 2). Networking activities provide a link to the user community and related activities (other Grid developers, Teragrid, EGI stakeholders). By collecting user requirements and reviewing related middleware development work, a clear guide is provided towards the Joint Research Activities. We will maximise the benefit across multiple Earth science domains by focussing on community technologies that provide broad interoperability within the Earth sciences, and integrating them with DCI middleware. The outcomes of the Joint Research Activities provide directly the means to implement the Service Activities. These are the primary goal of the project – providing the tools for users to build gateways to their applications, offering assistance to do this, and implementing demonstrators for guidance. Thus, the entire project methodology can be seen to lead towards the provided services: user requirements and related activities inform the research and development activities, which provide the technical components offered as a community service. Finally, a Networking Activity provides dissemination of project results.



[image: image2]

Since the purpose of the project is to provide tools for the Earth science community to become active users of a European DCI, it is very important to consider the issue of sustainability. This problem is attacked in several directions. First, a strong emphasis is placed on applying best practice open-source methodologies to engage with the community (WP5). Software will be placed in highly available long-term repositories, with community input encouraged throughout the project. Together with promotion of the project and its software, this will help to build an active external developer base, creating momentum for self-sustainability after the project end. Second, technical innovation from the project will be promoted through standardisation fora like the Open Geospatial Consortium and the Open Grid Forum. This will ensure an ongoing legacy of project outcomes and adoption into third party tools.

There is only a low risk that technical goals will not be achieved – the project partners have existing leading expertise in all the required areas. The major overall risk to the project is in not achieving the desired take-up of tools developed. However, this is a risk equally associated to the DCI itself – the challenge is to attract users in the community who may need to change working practices in order to use the new infrastructure. With a sufficiently high profile, it seems likely that Earth science users of the DCI will be attracted to the ‘gateway tools’ developed by this project. Thus, we will work closely with the DCI itself, and any relevant SSCs to ensure widespread knowledge and take-up of our tools.

1.4
Networking Activities and associated work plan [Wim]

1.4.1 Strategy of work plan (max 1 page)

The Networking Activities will continue for the duration of the project and are to be seen as horizontal activities, because of their relation with all other activities. Network activities are divided in overall management (WP1), User community and DCI community interactions (WP2), Connection to Teragrid and  Grid development community (WP3), and Dissemination of results (WP4). The interdependence of the work packages is shown in Figure 3. 

Clearly the Networking Activities are the key for success of the project, as NAs are responsible for:

· Defining and monitoring the project strategies

· Carrying out the project plan and reaching the objectives

· Identifying the needs of the scientific users and seeking user-feedback about the developed services and standards 

· Establish MoUs with relevant Specific Support Centres

· Communication with the DCI communities on interfaces and integration of service components

· Verification and validation of the implemented services, based on defined real life user scenarios

· Establishment of a close cooperation liaison with Teragrid for developing ES specific components and reuse and improvement of already developed components

· Advertising the project results (either scientific or technical)

· Collaboration with Grid Middleware development community (e.g. European Middleware Initiative)

· Work with standardization bodies (OGF-OGC) for embedding results in the emerging standards (G-OWS)

In Figure 3 the relation between the different Networking Activities are shown. As key factors for success of the project, the NA work packages are intimately linked to the Service Activities (SAs) and Joint Research Activities (JRAs).


[image: image3]
Figure 3 Interdependence between networking activities
The Management activity will be described in detail in chapter 2.1
Management structure and procedures [Wim]The User community and DCI community work package will establish relations with both the broad user community by e.g. using relevant SSCs, and the DCI communities, both on local (NGI) and European scale (EGI). 

For the development of the components it is important to start building on existing frameworks, reusing effort done and if possible combine effort for development of the ES components, thus maximizing efficiency of resources. In Teragrid a portal component framework (GTLAB) is in development. Relations between the project consortium and Teragrid exist and will be used to explore fields in which we can cooperate. A Teragrid representative is member of our Project Advisory Board (see chapter 2) One of the goal is to establish a MoU between the ES-G project and Teragrid.

Dissemination of results (WP4) will communicate project results to related projects, DCIs and science communities. It will organize workshops for discussing the standards and demonstrating the developed component framework and will contribute to relevant conferences by presenting the project results. A firm relation with the EGU (European Geophysical Union), the largest yearly conference related to earth science, is established through the ESSI (Earth Science and Space Informatics) division, in which several consortium members play a key role. A website for the project will be set up. This will host all project related documentation and will serve as forum for discussion. WP4 will actively be involved in OGC and OGF for discussion on relevant standards. Consortium partner IMAA CNR is already involved in OGC and OGF standardization committees.
1.4.2 Timing of work packages (Gantt chart)

[take from overall planning of activities once tasks in the NAs are defined]

1.4.3 Detailed Work description

Work package list 

	Work package
No

	Work package title
	Type of activity

	Lead 
partic
no.

	Lead partic. short name
	Person-months

	Start
month

	End
monthError! Bookmark not defined.

	WP1
	Management (NA1)
	MGT
	1
	KNMI
	
	1
	36

	WP2
	User community and DCI community interactions (NA2)
	COORD
	3
	IMAA CNR
	
	1
	36

	WP3
	Connection to Teragrid and Grid development community
	COORD
	4
	IMAA-CNR
	
	1
	36

	WP4
	Dissemination of results (NA3)
	COORD
	3
	SFCG
	
	1
	36

	
	TOTAL
	
	
	
	
	
	


List of Deliverables
	Del. no. 

	Deliverable name
	WP no.
	Nature

	Dissemi-nation 
level


	Delivery date

(proj. month)

	D1.1
	Project management plan
	WP1
	R
	PU
	PM1

	D12
	Project progress reports
	WP1
	R
	PU
	PM6, PM18, PM30

	D1.3
	Project status report after 1st and 2nd year
	WP1
	R
	PU
	PM12, PM24

	D1.4
	Final project end report
	WP1
	R
	PU
	PM36

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Work package description WP1 Management [Wim]
	Work package number 
	WP1
	Start date or starting event:
	PM1

	Work package title
	Management

	Activity type

	MGT

	Participant number
	1
	
	
	
	
	
	

	Participant short name
	KNMI
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives 

The project management will coordinate the project, and will be responsible for ensuring that the correct procedures are applied and deadlines and obligations are met. 

· Overall project management and reporting to the EU

· To ensure close and correct collaboration among partners and activities

· Enforcing agreed-upon deadlines

· Continuous management of the project activities, resources and monitoring

· Resolution of conflicts risks


	Description of work (possibly broken down into tasks) and role of partners
· Task WP1.1: Setup of the overall management structure according the management plan. Financial and administrative coordination. Nominate and/ore hire the necessary positions.

· Task WP1.2: Run the Project Board and Project document repository. Implement and perform the appropriate quality control on the deliverables including a formal internal review and ensure timely delivery of project deliverables to EU.

· Task WP1.3: Represent the project in formal meetings and events


	Deliverables (brief description) and month of delivery
D-NA1.1 (PM1): Project Management Plan

D-NA1.2 (PM6, PM18, 30): Project progress reports

D-NA1.3 (PM12, PM24): Project status report after the first year

D-NA1.4 (PM36): Final Project Status Report


Work package description WP2 User community and DCI community interactions [Stefano]
	Work package number 
	WP2
	Start date or starting event:
	

	Work package title
	User community and DCI community interactions

	Activity type

	COORD

	Participant number
	
	
	
	
	
	
	

	Participant short name
	
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives 

In the ES-G project, the Earth Science Gateway is “A middleware infrastructure on EGI that serves as an entrance to existing ES community infrastructures”. Anyway, in order to make it really effective, it is necessary to consider that once it will be in place, it will connect not only two different technological domains (the EGI and the ES Community Infrastructures), but also two different communities: a user community (e.g. ES researchers) and a provider community (the DCI community). In order to improve the design and evolution of the ES gateway  it is useful to establish an interaction between these communities, in parallel with the technical activities.

Therefore, this WP aims to maintain a liaison between the ES Gateway User Community and the DCI Community.




	Description of work (possibly broken down into tasks) and role of partners

WP2.1 Analysis of the User Community:

This task aims to define in detail the User Community and relevant bodies to be addressed for establishing liaisons. Earth Sciences is an umbrella term covering a broad range of disciplines, most of them characterized by their own structured community. Moreover Earth Sciences-based applications are relevant for other communities involved in research, business, government, etc. (e.g. Environmental Planning, Civil Protection, etc.). Therefore it is necessary to identify which of these communities are particularly relevant for the project, that is which communities could gain more benefit from the existence of an Earth Sciences Gateway. They constitute the Earth Science Gateway User Community to be addressed in order to maintain an effective interaction. The most relevant organizations and bodies representing the different members of the User Community will be identified.

WP2.2 Cross-dissemination

This task aims to bridge the gap between DCI and ES Gateway User communities making ES researchers aware of the services provided by Grid infrastructures, especially through the ES Gateway, and, at the same time, letting Grid researcher to be aware of ES specific requirements and service enhancement needs. A specific strategy will be defined taking into account the results of the task NA2.1  
WP2.3 Coordination with international activities

This activity aims to maintain the ES-G scientific and technical activities aligned with the European and international context as far as specific services for ES are concerned.  As a first stage the communities, forums (e.g. European Geosciences Union, International Union of Geodesy and Geophysics, and American Geophysics Union, initiatives and projects relevant for ES-G will be identified. In particular, worldwide Grid communities, the geospatial community, standardization bodies (OGF, OGC, OASIS, W3C, .etc.), completed and on-going FP7 Projects (e.g. DEGREE, CYCLOPS, IS-ENES, METAFOR, GENESI-DR, D4Science, EUROGEOSS, SAFER, G-MOSAIC, MyOCEAN), European and international initiatives (e.g. GMES, GEOSS, INSPIRE) will be considered. For each relevant activity a strategy to address the required coordination will be defined, such as: establishment of a liaison (e.g. MoUs), initiation of joint activities, memberships, direct participation in WGs, and so on. For each relevant initiative the coordination/representation activity aims to: a) provide inputs to the ES-G research activities from the international context, and b) provide the results of ES-G research activities to the relevant international initiatives. In particular, concerning the coordination/representation with the standardization bodies, this task aims to propose new specifications or extensions/modifications to the existing ones in order to better address the ES community requirements.

A strict interaction with the G-OWS WG will be maintained in order to have a coordination of efforts concerning the grid-enablement of OGC geospatial services. The liaison will be actively maintained through the efforts of ES-G ‘s partners which are also part of the G-OWS WG. It will be formalized (e.g. through a MoU) at the start of the project if considered useful in order to clarify the objectives of the cooperation.


	Deliverables (brief description) and month of delivery
WP2.1 “The ES Gateway user community” document (PM?). This document will describe the Community addressed by the ES Gateway, in terms of ES disciplines, application sectors, and relevant organizations.  
WP2.2 “Best practices for inter-community cross-dissemination and coordination with international activities”. This document collects experiences and lessons-learned, providing best-practices and recommendations.


Work package description WP3 Connection to Teragrid and Grid development community [Stefano]
	Work package number 
	WP3
	Start date or starting event:
	

	Work package title
	Connection to Teragrid  and Grid development community

	Activity type

	COORD

	Participant number
	
	
	
	
	
	
	

	Participant short name
	
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives 

TeraGrid is a project funded by the US National Science Foundation. Using high-performance network connections, the TeraGrid integrates high-performance computers, data resources and tools, and high-end experimental facilities around the country. 
In the TeraGrid project  there is a long-time experience in the design and development of Science Gateways, considered as community-developed set of tools, applications, and data that is integrated via a portal or a suite of applications, usually in a graphical user interface, that is customized to meet the needs of the targeted community. Currently (2009) there are more than 10 Science Gateways dedicated to ES related applications.

This WP aims to establish of a liaison with Teragrid in order to:

· provide a toolset of components to construct community science gateways

· establish cooperation in development of a component framework for access to DCIs, ensuring efficient use of resources

· establish connections for collaboration on research infrastructures, in Europe and in the US

· define a MoU with the TeraGrid project for close cooperation




	Description of work (possibly broken down into tasks) and role of partners
Tasks:

WP3.1 Definition of a collaboration agreement between TeraGrid and ES-G

This task aims to detail the cooperation objectives and plan between TeraGrid and ES-G. It will consider the general objectives of: a) re-use and coordinate development of components, b) connections for collaboration on research infrastructures. This task will concretely result in a MoU (or other formal agreement) between the two projects.

WP3.2 Definition of a development roadmap

In the framework of the collaboration plan defined in the Task WP3.1, a development roadmap will be detailed. In particular the TeraGrid and ES-G architectures will be analyzed, the initial toolset of re-usable components from TeraGrid will be identified, and finally the plan for cooperation in the development of new common components will be detailed. This development roadmap will guide the development phase in the two projects in order to ensure an efficient use of resources.

WP3.3 Establish a collaboration on research infrastructures

This task aims to establish connections between TeraGrid and ES-G for collaboration on research infrastructures. In particular it will set up a Working Group including members from the two projects to act as an Expert Group concerning research infrastructures design and development, with particular reference to the integration of DCIs and ES Community Infrastructures  




	Deliverables (brief description) and month of delivery
D3.1 “Collaboration agreement between Teragrid and ES-G” document. This document, in the form of an MoU or other formal agreement, establishes the objectives of the cooperation between TeraGrid and ES-G

D3.2 “Earth Sciences Gateways components development roadmap” document. This deliverable will define the baseline toolset components, and a common roadmap for new components development.



Work package description WP4 Dissemination of results [Andrew]
	Work package number 
	WP4
	Start date or starting event:
	

	Work package title
	Dissemination of results

	Activity type

	COORD

	Participant number
	
	
	
	
	
	
	

	Participant short name
	
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives 

There are two key underlying objectives for the dissemination of results, one short term and one longer term:

1. First, to raise awareness within both the Grid and Earth Science communities, and the broader European research community, of the outcomes from the ES-G project. These outcomes include not only technical developments, but also those applications that are using the gateway. In part, this objective is a communications and outreach goal; but it will serve also to promote the longer-term benefits of EGI generally. It will be important that the European Commission and general public understand that EGI is being used in the service of pressing problems of Earth Science and global change.

2. For the longer-term, it will be critical to ensure that any technical innovations from the project secure their rightful place in the standardisation agenda. There is interest from both Grid (OGF) and Earth Science-related informatics (OGC) standards bodies in playing a role at the intersection of Grid computing and Earth Science-related geospatial ICT. EGI and the ES-G have a major opportunity to secure a European lead in shaping the future standards landscape in ‘geospatial-Grid computing’ technology.




	Description of work (possibly broken down into tasks) and role of partners
T4.1: Publicity and communications

This task will ensure that project results are disseminated to a broad stakeholder community including Grid computing users/developers, computational Earth scientists, EC stakeholders in DG-ENV, DG-INFSO, DG RTD, and the general public. It will promote, as appropriate, both technical developments (e.g. to publicise availability of a new portal component for accessing climate data), and the applications making use of the gateway. These applications are expected to include research into Earth Science questions of global significance (climate change, quality of environment). Dissemination to the scientific community will include highlighting the ability of ES-G components to be integrated into training and educational tools. A concrete dissemination plan will be developed as a first activity within this task. Specific available platforms and channels for promotion include:

· a web presence providing the primary point of information about the project, its activities, and users

· a bi-annual newsletter and general promotional material (brochures, leaflets, posters)

· awareness-raising events, for instance at FP7 information days

· articles in journals and magazines, both research publications and promotional/outreach pieces

· conference presentations, for instance as part of the EGU ESSI division

T4.2: Standardisation activity

This task will take care of promoting the developments arising from ES-G within relevant standardisation bodies and coordinating a common standardisation agenda across the ‘Grid ↔ Earth science geospatial informatics’ divide. The two primary standards bodies are the Open Grid Forum (OGF) for the Grid community, and the Open Geospatial Consortium (OGC) for the Earth Science informatics community.

The mission of OGF is to drive the rapid evolution and adoption of applied distributed computing through open forums that build the community, explore trends, share best practices and consolidate these best practices into standards. Many of the OGF working areas are of direct relevance to the ES-G – data, computing, architectural standards – and it will be important to ensure that the innovations from the Earth Science community are adequately addressed. An example of one particular area of interest is the OGF Research Group on Remote Instrumentation Services in Grid Environment (RISGE-RG), which includes the problem of sensor webs and distributed environmental monitoring.

The OGC mission is to serve as a global forum for the collaboration of developers and users of spatial data products and services, and to advance the development of international standards for geospatial interoperability. Its standards are providing the basis for large-scale distributed ICT infrastructures like the European INSPIRE spatial data infrastructure (Directive 2007/2/EC). It has a number of Domain Working Groups including Earth Systems Science (covering several Earth Sciences) and Workflow (covering Grid computing).

An MoU was signed between OGC and OGF in 2007, agreeing to work together especially on approaches for workflow and processing (e.g. using the OGC Web Processing Service as an interface to Grid backends). Under this agreement, a number of joint sessions have been convened at both OGF and OGC meetings. This task will contribute to (and play a major role in) these OGC/OGF standards activities by:

· proposing new areas for standardisation, e.g. on portlet interfaces to geospatial data and services

· contributing to existing work under the MoU. e.g. on architectures, implementation of OGC interfaces on Grid middleware, integration of catalogues with data movement tools, OGC service security, etc.

· attending and presenting at meetings of the standards bodies




	Deliverables (brief description) and month of delivery
D4.1 (M2): Dissemination plan

D4.2 (M12, 24, 36): Annual report on communications activity

D4.3 (M12, 24, 36): Annual report on standardisation activity




Summary of effort

A summary of the effort is useful for the evaluators. Please indicate in the table number of person months over the whole duration of the planned work, for each work package by each participant. Identify the work-package leader for each WP by showing the relevant person-month figure in bold.

	Partic. no.
	Partic. short name
	WP1
	WP2
	WP3
	…
	Total person months

	1
	
	
	
	
	
	

	2
	
	
	
	
	
	

	3
	
	
	
	
	
	

	etc
	
	
	
	
	
	

	Total
	
	
	
	
	
	


Milestones

Milestones are control points where decisions are needed with regard to the next stage of the project. For example, a milestone may occur when a major result has been achieved, if its successful attainment is a required for the next phase of work. Another example would be a point when the consortium must decide which of several technologies to adopt for further development.

	Milestone number
	Milestone name
	Work package(s) involved
	Expected date 

	Means of verification


	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


1.4.4 Graphical representation of components

Provide a graphical presentation of the components showing their interdependencies (Pert diagram or similar)

1.4.5 Risks and risk mitigation plans

1.5
Service Activities and associated work plan [Horst]

1.5.1 Strategy of the work plan (Maximum length – one page)
· Support of users of the components, this does not involve ES scientists but application programmers that want to build a science gateway and therefore need the developed components

· WP5 takes services that are designed, developed by WP8, 9 ,… and afterwards tested in close collaboration with selected ES users ( executed by WP6)

· The direct user support (apart from the user contact while testing the new components via the demonstrator gateway) will provide services (such as …) for tested and accepted components and services (via the user feedback gathered in WP6)

· The direct user support might include installation help/guidance; maintaining and providing documentation/tutorials/guides/user manuals for using the SG/ 

· What about installation and setting up of new services / complete Science Gateways? (interaction with WP13)

From the activities in JRA 2 a set of tools, services, components (to be deployed on the EGI  infrastructure) and software libraries will be provided. SA2 activities will include support to the use of such tools, services, components in order to develop and deploy ES applications according to the Architectural Framework defined in JRA1 and JRA2.

1.5.2 Timing of Work packages

[from general planning]
1.5.3 Detailed work description
	Work package
No

	Work package title
	Type of activity

	Lead 
partic
no.

	Lead partic. short name
	Person-months

	Start
month

	End
monthError! Bookmark not defined.

	WP5
	Support for users of new and existing components (SA1)
	SVC
	2
	SCAI
	
	
	

	WP6
	Demonstration Portal (SA2)
	SVC
	1
	KNMI
	
	
	

	
	TOTAL
	
	
	
	
	
	


List of Deliverables
	Del. no. 

	Deliverable name
	WP no.
	Nature

	Dissemi-nation 
level


	Delivery date

(proj.

month)

	D5.1
	Periodic User Support Report
	WP 5
	R
	RE
	Quarterly?

	D5.2
	Documentation Material (Repository)

	WP 5
	O

	PU
	4 (first), updated regularly

	D5.3
	Science Gateway Demonstrators
	WP 5
	D
	PU
	??

	
	
	
	
	
	


Work package description WP5 Support for users of new and existing components [Horst]
	Work package number 
	WP5
	Start date or starting event:
	

	Work package title
	Support for users of new and existing components (SA1)

	Activity type

	SVC

	Participant number
	2
	
	
	
	
	
	

	Participant short name
	SCAI
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives 

· Consulting external developers (focused on ES) about Science Gateway components

· Maintain and provide knowledge about the provided Science Gateway components and further existing SG solutions

· Provide the means to let developers extend and improve Science Gateway components




	Description of work (possibly broken down into tasks) and role of partners
Task 5.1 - Consulting to Science Gateway Developers

The task will provide support to groups and communities that want to extend and integrate components and applications to their science gateways or existing Portals. The task is focused on Science Gateways related to Earth Science and their special services on data (e.g. GIS) needed to effectively use a compute infrastructure. The team of task 5.1 will work on the architecture and design and advise the building process. Members of the team possess and  provide knowledge about all layers of a gateway. The consulting will be done in close cooperation with the developers of JRA (WPx). Additionally, task 5.1 will be in close contact to external developers of components, especially middleware developers of the EMI (European Middleware development team). 

Task 5.2 – Knowledge Platform for Science Gateway Components

A goal of this task is to make available all information about the developed components of the project (e.g. architecture, design patterns, usage scenarios or best practise documents for installation). The task will provide information about repositories and installations of science gateways and the availability of components dedicated to Earth science outside of the project e.g. Teragrid, Australian Geosciene Portal, Taiwanese geosciences,
. One major goal is to provide a complete overview about existing solutions with different technologies and thereby support and enhance interoperation capabilities. The collected information will be organized and maintained via a content management system (e.g. typo3).

Task 5.3 - Operation of Science Gateway Component Repositiory

The task will operate a source code repository (e.g. GForge, sourceforge) to provide the developed tools and components to external developers. The repository should provide features like bug/ticket tracking, user management and more. Developers of the ES community will be encouraged to extend existing or develop new tools and components.

Task 5.4 - Operation of Science Gateway Demonstrators

The task will operate demonstrator science gateways developed and designed by the project (see JRAx). Due to various possible technologies (e.g. portal, fat clients or integrated in application, portlets and SOA solutions), this task will run demonstrators besides the pilots of the project.




	Deliverables (brief description) and month of delivery
D5.1 – Periodic User Support Report 

D5.2 – Documentation Material (includes set up of repository)

D5.3 – Science Gateway Demonstrators


Work package description WP6 Demonstration Portal [Wim]
	Work package number 
	WP6
	Start date or starting event:
	

	Work package title
	Design analysis with the ES scientists (SA2)

	Activity type

	SVC

	Participant number
	1
	
	
	
	
	
	

	Participant short name
	KNMI
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives 

The objective of the SA activity is to test, run, review and improve specific ES portals created using the components created by the JRA activity work packages. This SA activity is closely related to the NA WP2, which will define the demonstration portals by analysing the proposed ES communities. 

The overall objective of the proposal is to develop a broad toolkit of components that may be assembled by users into functionality and interfaces they require for specific applications. However, it is also the case that some common usage patterns can be identified, for which the demonstration gateway portal will: (a) provide a low barrier to entry for new participants, (b) exemplify how gateway components may be assembled for richer functionality add (c) implement useful functionality in its own right. Three demonstration portals are foreseen to be build. 
Within this category of common usage patterns, we identify especially a requirement to be able to integrate a wide range of global data resources into computing processes and workflow chains. Increasingly today, Earth science research needs access to in-situ observational data at finer resolution (in space and time), and from new and high-volume spaceborne instruments. The logistics of obtaining these data is generally highly inefficient, and it is well-known that in practice, much of a researcher’s time is spent finding, downloading, and reformatting data until it is compatible with their tools and applications of choice.

As well, a new generation of Earth science data resources is emerging, for which few researchers will have the skills immediately to utilise. Notably, the European INSPIRE Directive (2007/2/EC) will create over the coming years an infrastructure providing access to pan-European satellite/airborne imagery, oceanography. meteorology, land-cover, soil, ecological, and geoscience data using common standards for metadata, data formats, and web services. The GMES (Global Monitoring for Environment and Security) infrastructure will re-use the same set of common standards as defined in INSPIRE. However, these new interoperable standards are understood by only very few in the Earth sciences data management community. Similarly, the Global Earth Observing System of Systems is cataloguing descriptions and access mechanisms for an enormous range of Earth science data services and components globally; however the referenced standards are not widely known by Earth science practitioners.

Therefore, there is a powerful motivation to create a basic demonstration gateway, utilising some of the developed gateway components, to simplify access to these important new data resources.

The gateway will provide the key linking technologies, bridging from the user’s workspace to these various distributed resources in a seamless and uniform manner. A user will be able to search for data, select just those elements or regions of interest, and identify required transformation of a source into a form that may be used with their applications deployed on a DGI.




	Description of work (possibly broken down into tasks) and role of partners
· Task WP6.1 (KNMI) Regular co-ordination of the work package, reporting and reviewing milestones and deliverables. This task is also responsible of the synchronization with all related activities belonging to other WPs.
· Task WP6.2 (KNMI, …) ES Scientists design analysis. Test and improve the running demonstration portal(s) with scientists from the target ES community. Bugs found in the portlets are reported to the responsible JRA  Improvements in usability of the portal are be done in this task, in close cooperation with the end users of the portal.

· Task WP13.1 (KNMI) Work package coordination deals with the regular co-ordination of the work package, reporting and reviewing of milestones and deliverables. This task is also responsible of the synchronization with all related activities belonging to other WPs.
· Task WP13.2  (.., KNMI, …) Demonstration Gateway design and patterns definition: this task will focus on the design and pattern definitions, needed to efficiently implement the demonstration portal.

· Task WP13.3 (.., KNMI, …) Demonstration Gateway implementations: design and built the demonstration portal gateways, as specified by WP2 and using the design and usage patterns defined in task WP13.2. It is foreseen that three demonstration portals or Gateways will be built.

· Task WP13.4 (…, KNMI, …) Demonstration Gateway improvement. After creation of the portals, the running of the portals will be done by NA WP6. In close cooperation with WP6, feedback from users will be analysed and used to improve the demonstration gateway portals.


	Deliverables (brief description) and month of delivery
· D6.1 Gateway design and patterns report (PM10)

· D6.2 Progress on Demonstration Gateways (PM12, PM25, PM30)

· D6.3 Report on development of Gateways using patterns and the portlet framework (PM34)


Summary of effort

A summary of the effort is useful for the evaluators. Please indicate in the table number of person months over the whole duration of the planned work, for each work package by each participant. Identify the work-package leader for each WP by showing the relevant person-month figure in bold.

	Partic. no.
	Partic. short name
	WP1
	WP2
	WP3
	…
	Total person months

	1
	
	
	
	
	
	

	2
	
	
	
	
	
	

	3
	
	
	
	
	
	

	etc
	
	
	
	
	
	

	Total
	
	
	
	
	
	


Milestones

Milestones are control points where decisions are needed with regard to the next stage of the project. For example, a milestone may occur when a major result has been achieved, if its successful attainment is a required for the next phase of work. Another example would be a point when the consortium must decide which of several technologies to adopt for further development.

	Milestone number
	Milestone name
	Work package(s) involved
	Expected date 

	Means of verification


	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Connectivity services cost table (if relevant)
Connectivity services costs result from the provision of connectivity. Connectivity is defined as a set of one or more circuits allowing for the transmission of full duplex bit streams between defined end points.

If relevant to your proposal, please identify the cost for connectivity services per partner.
	Part. number
	Part. short name
	Cost (€)

	1
	
	

	2
	
	

	3
	
	

	…
	
	

	-
	Total
	


Note that connectivity services are considered as a service activity and thus have to be declared under the column “Other” in the relevant A3 forms. The funding of connectivity services costs is limited to a maximum of 50% of the eligible costs.

1.5.4 Graphical presentation of the components
1.5.5 Risks and mitigation plans

1.6
Joint Research Activities and associated work plan [Stefano]
1.6.1 Overall strategy of the work plan

The [PROJECT ACRONYM] project conceives the Earth Sciences Gateway as a bridge between the existing and planned ES community e-Infrastructures and the EGI. As previously described, the gateway operates at two different levels: a) at the ES Application level a Portal provides means to discovery and access/integrate applications and tools; b) at the ES Resource level grid-enabled geospatial services based on standard specifications for models, protocols and interfaces provide functionalities to discover, publish, access, and process distributed ES resources (data, sensors, models, etc.) available through different e-Infrastructures. 

While the general framework is established, some research activities are required in order to detail the Gateway System Architecture and to investigate specific issues concerning the integration of the Gateway in the EGI architecture and its interconnection with the other ES Community infrastructures.

The JRA work plan is structured in five activities:

The JRA1 will aim to detail the Earth Science Gateway Architecture. Following the RM-ODP approach this JRA will start from the identification of user-requirements to extract the system functional and non-functional requirements. Besides these requirements, organization (e.g. the existence of security boundaries) and technological constraints (e.g. V.O. management, standard adoption, etc.) will be considered to derive the system requirements. In order to satisfy the system requirements, specific functional components will be introduced. Then their distribution and implementation as service-oriented components will be detailed. The system architecture will include the Security Architecture 

The JRA 2 focuses on the ES Resource Layer in order to provide the ES-G middleware implementing grid-enabled services. According to the System Architecture defined in the JRA1, specific components will be detailed. In particular this activity aims to the design and implementation of grid-enabled components providing geospatial resource sharing functionalities (e.g. data access, processing, data publishing, discovery, etc.) according to standard specifications for protocols, models and interface (e.g. ISO, OGC, OASIS, etc.). While the grid enablement of this components assures the integration with the underlying Basic Resource Layer, this JRA also consider the integration of the ES Resource Layer with the ES Application Layer above. In particular the provision of ES Resource simple or composite services as portlets will be investigated.

The JRA3 focuses on the Security Architecture to investigate the integration between the Portal security functionalities and the security infrastructure provided by EGI. [To be completed]

The JRA4 focuses on the development of grid portlets, tailored to ES community, for interacting with services provided by the European middleware consortia gLite, ARC and UNICORE. It is expected that these three middleware stacks will become part of the UMD in the context of the future EMI project, which aims at joining the efforts and coordinate the activities of the current three independent middleware consortia for the benefit of the EGI infrastructure. EMI proposal is planning to maintain/improve the current components, develop new features and services requested by DCIs, and contribute to the open standardization process by the adoption of common standard specifications defined in the context of OGF, OASIS and other relevant standardization bodies. JRA4 activity will be carried out in strict collaboration with EMI to ensure compliance with its work plan, with the ES requirements, and avoid possible overlaps.

Would the EMI proposal not approved and UMD not delivered, JRA4 work plan will be carried out in collaboration with the individual middleware consortia, starting from gLite, and leveraging on the outcomes of the OGF PGI working group for what concern the standard based access to ARC and UNICORE grid services, if required.  

1.6.2 Timing of the different WPs and their components
[From general planning]
1.6.3 Detailed work description
Work package list 

	Work package
No

	Work package title
	Type of activity

	Lead 
partic
no.

	Lead partic. short name
	Person-months

	Start
month

	End
monthError! Bookmark not defined.

	WP7
	Earth Science Gateway Architecture (JRA1)
	RTD
	4
	SFCG
	
	
	

	WP8
	Portlets and portlet tag based OGC service Layer (JRA2)
	RTD
	3
	CNR
	
	
	

	WP9
	Security and SLA portlets (JRA3)
	RTD
	2
	SCAI
	
	
	

	WP10
	Grid portlets for UMD services (JRA4)
	RTD
	5
	INFN
	
	
	

	
	TOTAL
	
	
	
	
	
	


List of Deliverables
	Del. no. 

	Deliverable name
	WP no.
	Nature

	Dissemi-nation 
level


	Delivery date

(proj.

Month)

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Work package description WP7 Earth Science Gateway Architecture [Stefano/Andrew]
	Work package number 
	WP7
	Start date or starting event:
	

	Work package title
	Earth Science Gateway Architecture (JRA1)

	Activity type

	

	Participant number
	
	
	
	
	
	
	

	Participant short name
	
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives  JRA1 – Earth Science Gateway Architecture 
The Earth Science Gateway objectives and basic functionality are defined at a high-level by the overall usage scenario outlined above: a Grid-based platform used to provide a bridge to Earth Science community-based resources. These resources may be data or processing, and will cover a broad range of application domains. It is important to recognise that there is no one ‘community praxis’ implied by the broad field of ‘Earth science’ – in fact enhancing the opportunity for cross-domain collaboration within the several Earth sciences is also a major objective of the gateway.

As a result of the wide range of technical approaches, solutions, and databases already in use by different Earth science communities of practice (e.g. marine science, atmospheric science, terrestrial ecology, geoscience), there is a need to refine the general gateway scenario through a comprehensive review of existing community approaches, and to develop detailed use cases in order to define a concrete architecture.
The general approach, which will be investigated during the project, considers the following starting point:

· The existance of ES applications and tools ported and deployed on the grid using the EGEE (and future EGI) middleware.

· The existance of ES tools and applications using several ES Community Infrastructures (Spatial Data Infrastructures, Observatory Networks, Digital Libraries, etc.). This infrastructures generally share a common architectural approach based on (de-jure or de-facto) standard specifications for models, protocols and interfaces.

These two systems have interoperability problems due to architectural and semantics mismatches:

By an architectural point-of-view:

· The Grid generally adopts a stateful asynchronous interaction model, with strong embedded security. It is based on Internet standards but it does not fully adopt the Web Services specifications (e.g. gLite it is not based on Web Services specifications);

· The ES Community Infrastructures generally adopt a synchronous stateless interaction model, with no embedded security. They are based on Web Services specifications (either on SOAP stack, or RESTful implementations);

By a semantics point-of-view:

· The Grid provides services handling low-level concepts (such as files and jobs);

· The ES Community Infrastructures provide services handling higher level concepts such as observations, measurements, coverages, maps, model, etc.

Therefore one of the objective of the ES-G project will be the definition of a ES Gateway Architecture which harmonizes  these two approaches in order to provide ES Researchers with a seamless access to the European Grid Infrastructure and the ES Community Infrastructures. The proposed ES Gateway General Architecture is shown in the following picture.


[image: image4]              
[image: image5]

[image: image6]
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The ES-G Middleware assures the interoperability between the EGI and the ES Community Infrastructures. Through the ES-G Middleware, ES Tools and Applications can access the existing infrastructures. The ES-G Portal assures the interoperability of Tools and Applications providing a single point of access and their integration.

The architectural framework to be adopted is the Reference Model for Open Distributed Processing (RM-ODP). This uses a viewpoint approach for specifying the architecture of a distributed system. A viewpoint on a system is an abstraction of the system specification focussing on a particular set of concerns (Figure 6). The following five viewpoints are defined in RM-ODP:

1. Enterprise viewpoint: concerned with the purpose, scope and policies governing the activities of the system

2. Information viewpoint: concerned with the semantics of information and information processing in the system

3. Computational viewpoint: a functional decomposition of the system in terms of computational objects and their interfaces

4. Engineering viewpoint: concerned with the infrastructure required to support distribution. Whereas the computational viewpoint is concerned with when and why objects interact, the engineering viewpoint is concerned with how they interact.

5. Technology viewpoint: specifies particular technology choices for the system

 SHAPE  \* MERGEFORMAT 




While the RM-ODP standards [RM-ODP] do not specify how the viewpoints should be used in practice, typically the Enterprise viewpoint is applied first to produce an overall description of the system [Woolf, 2004]. It provides a structured framework for requirements capture and analysis.

The Enterprise viewpoint represents the Earth Science gateway and its users as a community of enterprise objects which is formed to meet some objective. An RM-ODP community corresponds to the classical Grid concept of a virtual organisation (VO). The Enterprise specification defines the VO participants, roles they play, activities undertaken, and policies that apply.


	Description of work (possibly broken down into tasks) and role of partners



	Deliverables (brief description) and month of delivery



Work package description WP8 Portlets and portlet tag based OGC service layer [Stefano]
	Work package number 
	WP8
	Start date or starting event:
	

	Work package title
	Grid enabled geospatial standards services and their Portlet interfaces (JRA2)

	Activity type

	

	Participant number
	
	
	
	
	
	
	

	Participant short name
	
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives 
This WP aims to design and implement the ES-G Middleware, that is a middleware specifically tailored to handle Earth Sciences resources. It is made of grid-enabled services based on standard specifications for models, protocols and interfaces adopted in the ES community infrastructures (e.g. geospatial standards). Specific ES-G middleware components (e.g. ES catalog services) or combination of them (e.g. simple workflows), can be provided as ES tools through the ES-G Portal adopting the portlet technology.

The ES-G Middleware implementation makes use of the EGI for basic resource provision (e.g. storage, processing, etc.), providing a common layer for seamless access to both the EGI and ES Community Infrastructures.

As
 discussed and proved in many international and European projects/initiatives dealing with e/cyber-infrastructures (e.g. FP6 CYCLOPS, FP6 DEGREE, FP7 GENESI-DR, FP7 DORII, GeoGrid, etc.), there is a clear need to integrate Grid computing and Geospatial infrastructures, in a standard and loosely-coupled way, in order:

· to satisfy the rapidly increasing demand for computing power and storage space,

· to improve accessibility of decentralized storage and compute resources,

· to provide a security infrastructure allowing the interoperation of domain specific and generic services and resources,

The adopted approach should aim at integrating basis technologies from the Grid and Geospatial fields, hiding complexity from end-users and applications developers as well as relying on existing standards as they are, to not disrupt each domain’s accustoming (best practices/way of working).

Actually Geospatial services/resources should be underpinned by Grid computing capacity. This choice is based on domain architectural constraints and requirements. One fundamental constraint is that not all the resources can be made part of a Grid. The most important international initiatives for geo-information sharing, such as GEOSS, INSPIRE and GMES are based on Web Services architectures, therefore enabling the resource sharing only to Grid-enabled resources is considered too restrictive.

Indeed, following the previously mentioned initiatives, in the future many data and services will be published through Web Services. Therefore, it is useful to provide a seamless and efficient way of accessing data and services outside the Grid provided that they are accessible through standard interfaces.

On the other hand architectures based on the Web Services technology stack and families of specifications more and more often are underpinned by the high scalability and reliability demonstrated by production-quality Grid infrastructures also based on other Internet technologies (such as the EGEE one built with the gLite middleware).

Moreover, the separation of layers reflects a separation of concerns. The Grid provides services for coordinated sharing of basic-level resources, a task where it has proven to reach great scalability and performances. Web Services are adopted for sharing higher-level resources where the Web technologies can provide the required extensibility and flexibility as demonstrated by the experiences in the design and adoption of XML, SOAP, WS-* specifications in many fields of applications, such as e-Government and e-Commerce.



	Description of work (possibly broken down into tasks) and role of partners
The WP is structured in two cycles of three phases each: design, implementation and test. A specific task is dedicated to each phase.

JRA2.1 Design: 

This task aims to identify and design the community (de-jure or de-facto) standard services to be provided by the ES-G Middleware. Due to their wide adoption, the OGC specifications are primary candidates. In particular the design of the following component will be considered:

· Visualization: g-Lite enabled OGC WMS components

· Data access: g-Lite-enabled OGC WCS and OGC WFS components

· Discovery: g-Lite-enabled OGC CSW catalogue supporting different Application and Extension Profiles to be defined in detail (e.g. ISO, ebRIM/EO)

· Processing: g-Lite-enabled OGC WPS

While OGC specifications play a fundamental role, due to their importance in several proposed geospatial architectures (e.g. INSPIRE IR, GEOSS, etc.) other standard and best-practices will be considered. In particular a) widespread de-facto standards like OPeNDAP and b) lightweight solutions typical of the Web 2.0 world (e.g. OpenSearch) will be taken into account.

JRA 2.2 Implementation:

This task aims to:  a) Define the better strategy for implementing the selected services on the EGI; b) Analyse the existing solutions for possible re-use, c) provide the implementation of each selected service; d) provide packaging of the implemented components; e) provide access to selected services (and combination of services) as ES tools through the ES-G Portal adopting the portlet technology

The general approach is to privilege the re-use of existing components and solutions, developed in previous projects, whenever possible. In this view the G-OWS WG (gLite-OWS Working Group) provides a valuable source, in terms of architectural design, components development, and coordination framework. Indeed the G-OWS WG was born in 2008 as an open forum to design and work out a reference architecture and implementation of the OGC Web Services (OWS) on the top of the gLite grid middleware. It includes international organizations which have been developing OGC Web services to implement SDI capabilities on existing Grid infrastructures. G-OWS WG has already developed releases of OGC WCS, OGC WPS implementations for specific high-level applications, and prof-of-concepts for security harmonization.
JRA 2.3 Test: 

This task aims to test and evaluate the services implementations as stand-alone components and in more complex scenario using the demo gateway.




	Deliverables (brief description) and month of delivery
D-JRA2-1 “ES-G Middleware Design Document” (PM ?). This document is the output of the JRA2.1 Design task. It documents the ES-G Middleware architecture, including the development plan for implementation and the integration plan for interactions with the other ES Gateway components. The document is released at the end of the design phase of the the first cycle and revised in the second cycle.

D-JRA2-2 “ES-G Middleware Package” (PM?). This software package is the main output of the implementation and test phases. It includes the grid-enabled implementations of selected services. 




Work package description WP9 Security and SLA 
portlets [Andre]
	Work package number 
	WP9
	Start date or starting event:
	

	Work package title
	Extension of  existing security and SLA portlets (JRA3)

	Activity type

	

	Participant number
	2
	
	
	
	
	
	

	Participant short name
	SCAI
	
	
	
	
	
	

	Person-months per participant
	
	
	
	
	
	
	


	Objectives 

One of the challenges of implementing a Science Gateway offering convenient access to diverse technologies as mentioned before, is the combination of the different security concepts applied in the underlying technology stack. A Gateway as envisioned in the former chapters has to be able to combine the authentication, authorization and secure communication technologies used in all of the back-end services that it accesses directly or provides the user access to.

Offering web-based access to the e-infrastructure, including the execution of software on remote systems directly influenced by user input, also imposes additional security risks, ...

Principal Objectives:

· Combine security/credential management and access control of UMD middle ware stacks, OpenGIS Web Services and potential other 3rd party services with web portal

· Auditing and Assurance thereof

· Consistent Identity Management

· Agreement / Assurance / Enforcement of resource policies

Requirements:

· Guarantee the same level of security (no additional security threats) without putting the burden on the user, offering a comfortable work flow (Single Sign-On, fully integrated).

· Access Control on all levels (e.g. role-based)

· Future-proof (in line with plans of NGIs, AAIs, etc.)

Issues:

· different security principles in technology stacks

· integration with portal (resp. Browser, delegation → gateway acts on behalf of user)

Technologies (just mention the basics, details will be in survey):

GSI (X.509 based PKI) + VO attributes, HTTPS (mention typical web flaws such as MitM, Session Hijacking?), WS-*, WS-Security (SAML & X509 tokens), WS-Trust, WS-Policy, WS-Federation, WS-Agreement, etc., XACML

Existing Software:

VOMS, LCAS, LCMAPS, MyProxy, Shibboleth (IDP, PDP, WAYF), GridShib, VASH, SLCS, Vine User Management (http://vinetoolkit.org/content/user-management), ShibuPortal (https://spaces.internet2.edu/display/ShibuPortal/Home), WSS4J?, Sun OpenSSO?, SOA³?


	Description of work (possibly broken down into tasks) and role of partners
Task 9.1 – Work package coordination (?)

This task deals with the regular co-ordination of the work package, reporting and reviewing of milestones and deliverables. This task is also responsible of assuring the synchronization with all related activities belonging to other work packages.

Task 9.2 – State-of-the-Art Survey (?)

Analyse prior work done and direction of related technology stacks taken for the future, giving a clear picture of the requirements on a system to comply with the prerequisites as depicted in the work package description. Document existing software that aims to solve the same or partially overlapping set of problems, including expectations of delivery date and sustainability of the effort.

Collaborate with WP for User Requirements and related projects for possible developments.

Task 9.3 – System Specification (?)

Building on the foundation of the state-of-the-art survey created in Task 9.2, this task will create a detailed specification for the security system. Decide what will be covered and what not, which 3rd party software to use, what to re-engineer and what to develop on our own. Document reasons for all decisions. 

Task 9.4 – Software Development (?)

Includes new development, re-engineering, packaging, maintenance and bug fixing This task aims at deploying and testing the developed software in the demonstration gateway. This activity will be carried out in strict collaboration with WP5, WP7 and WP13, that will provide feedback in order to improve the quality of the software and its usability issues. This task will be responsible to: provide instructions to WP5 on how to install and maintain the packages developed by WP9; collecting feedback from WP6 to better cover the users requirements; collecting feedback from WP5 and WP13 for improving the software provided and the installation procedures. Make software ready for 3rd party use. Negotiate with UMD for inclusion? Support Gateway developers?


	Deliverables (brief description) and month of delivery
State of the art survey

System Specification

Development Plan

Software Milestones

Production-ready release

Packages and Documentation

Followup releases


Work package description WP9 Grid portlets for UMD services [Marco]
WP9 is responsible for designing and developing a set of grid portlets for interacting with UMD (Unified Middleware Distribution) services provided by the proposed EMI (European Middleware Initiative) project.
In the following we’ll assume that EMI proposal will be approved and the UMD delivered. If not, our plan is still valid simply replacing any reference to EMI and UMD with the current European middleware consortia providing gLite, ARC and UNICORE distributions.

Portlets are typically Java-based web components managed by a portlet container that processes requests and generates dynamic content. Portals use portlets as pluggable user interface components, providing a presentation or access layer to systems. Portlets support modular and user centric web applications, are the building blocks of portals and are typically small units of functionality within a portal. Each grid portlet typically provides an interface to a grid service offering some well defined functionality. Users and administrators of communities or virtual organisations more generally can build customized environments by adding portlets. 

To support portlet and portal interoperability, the portal community and wider industry have developed two key standards of relevance to the Grid community: the Java Portlet Specifications (v1.0 JSR-168, v2.0 JSR-286) and the Web Service for Remote Portlets (WSRP). 

JSR-286 is a Java SUN specification that enables interoperability among portlets and portals. The specification defines the contract between a portlet and portlet container, and a set of portlet APIs that address personalization, presentation, and security. The specification also defines how to package portlets in portal applications. However, the JSR-286 is a specification for Java developers and therefore neglects the use of different languages for the development of portlets. The OASIS specification WSRP overcomes this limit.
WSRP allows plug-and-play of content sources (portlets) within portals and other aggregating web applications. WSRP standardizes the consumption of web services in portal front-ends, and the way in which content providers write web services for portals. This allows content producers to maintain control over the code that formats the presentation of their content. By reducing the cost for aggregators to access their content, WSRP improves the integration of content sources into pages for end users.

WSRP and JSR-286 are complementary specifications. JSR-286 defines a standard portlet API for Java-based portals. WSRP allows content to be hosted in the environment most suitable for its execution, while still being easily accessed by content aggregators. 

A new generation of grid portals can be produced from pluggable (JSR-286 compliant) grid portlets. Running inside a portlet container, portlets can be added or removed, thus providing administrators with the ability to customize access and usage of grid services at portal level. A portal built from grid portlets can provide users with the ability to integrate services provided by different grid-enabling technologies.

Grid portlets are therefore a crucial component in the building of Scientific Gateways, and allow for modular and reusable design. Several portal frameworks and portlets development environments are available on the market, a comprehensive list can be found for example on the TeraGrid project Science Gateways pages. Most popular are certainly GridSphere and OGCE (Open Grid Computing Environments Portal and Gateway Toolkit). 

GridSphere is portal framework providing an open-source portlet based web portal. GridSphere enables developers to quickly develop and package third-party portlet web applications that can be run and administered within the GridSphere portlet container. It offers portlet API implementation fully JSR-168 compliant, and support for the easy development and integration of new portlet applications.

OGCE provides a collection of JSR-168 grid portlets for interacting with Globus GRAM, GridFTP, Condor, and related services; web services to support gateway information and workflow requirements; tools and libraries for building web portals for science gateways; iGoogle compatible gadgets.

Recently Liferay, a new open source Enterprise Information Portal framework offering enterprise quality environment, has been adopted widely in several projects, due to the discontinued support of GridSphere.

However, most of the grid portlets collections coming with the above frameworks already provided support for US middleware stacks like Globus and Condor, while this is not the case for EU middleware stacks like gLite, ARC and UNICORE. These three stacks will become part of the UMD in the context of the future EMI project, which aims at joining the efforts and coordinate the activities of the current three independent middleware consortia for the benefit of the EGI infrastructure. The EMI project will deliver a harmonized and streamlined set of services and components through the process of re-factoring, standard-based convergence, merging, new development and phasing out of the initial components from the original middleware stacks. It will also develop new features and services requested by DCIs, and contribute to the open standardization process by the adoption of common standard specifications defined in the context of OGF, OASIS and other relevant standardization bodies. In particular, the gLite, ARC and UNICORE consortia started early in 2009 the Production Grid Infrastructures Working Group (PGI-WG) of OGF, aiming at creating a common profile based on OGF standards BES, JSDL and GLUE. It is thus expected that during its lifetime the EMI project will deliver standard components allowing a uniform access to grid services based on the three different middleware stacks. Among the services requested by DCIs, these could be provided by EMI in the form of:

· Portlet-based services acting as Web UI to basic UMD services

· Pre-packaged portlet-compliant interface modules to help application developers to assemble complex interfaces accessing EMI services in an integrated logic

In both cases, a strong collaboration with the scientific user communities is needed to drive the development.

Thus, the activity of this work package will be carried out whenever possible in collaboration with EMI developers in order to ensure the satisfaction of the ES community requirements, with the goal of delivering portlet-based building blocks for the ES Gateway.

	Work package number 
	WP9
	Start date or starting event:
	

	Work package title
	Grid portlets for UMD services (JRA4)

	Activity type

	RTD

	Participant number
	5
	
	
	
	
	
	

	Participant short name
	INFN
	STFC
	
	
	
	
	

	Person-months per participant
	24
	12
	
	
	
	
	


	Objectives  WP9 Grid portlets for UMD services

· To survey the existing open source portal frameworks, portlets collections and development toolkits in view of their possible adoption for developing grid portlets.

· To collect and analyse the ES community requirements with respect to the availability of grid portlets for UMD services

· To design and develop, where possible in collaboration with EMI, grid portlets for UMD services of interest for the ES community

· To provide documentation and support for the developed portlets to facilitate their integration in the scientific gateways


	Description of work (possibly broken down into tasks) and role of partners


WP9.1 – Analysis of existing tools (INFN, STFC)

This task deals with the analysis of the existing open source portal frameworks, portlets collections and development toolkits available on the market. The activity will be synergic with the Networking Activities WP2 and WP4 in order to exchange knowledge and experience with EMI and analogous focused on scientific gateways projects, with the goal of avoid duplication of work.
WP9.2 – Functional specifications and architecture design (INFN, STFC)
 The requirements of the ES community will be analysed, in strict collaboration with Service Activities WP5 and WP6, in order to define the functional specifications of each component to be realised within this work package. The architectural design will be defined in strict collaboration with EMI to ensure full compatibility.
WP9.3 – Development of grid portlets for UMD services (INFN, STFC)

This task deals with the development, in strict collaboration with EMI, of grid portlets for UMD services. According with the design, the services to be wrapped in the portlets, or to be orchestrated in complex portlets built starting from basic portlets or APIs eventually  provided by EMI, will be initially based on the  gLite middleware. If required, portlets for accessing ARC and UNICORE services will be developed leveraging on common OGF/PGI-WG standard interfaces expected to be delivered as new UMD components by the EMI project. In order to ensure portlet and portal interoperability, the software development will strictly follow the JSR-286 and WSRP standard specifications. The collaboration with EMI will avoid waste of effort and conflicts between the work plans. 
WP9.4 – Packaging, documentation and support of developed software (INFN, STFC)

This task aims at implementing and testing the developed software in the demonstration gateway. This activity will be carried out in strict collaboration with WP5 and WP6, which will provide feedback in order to improve the quality of the software and its usability issues. This task will be responsible to: provide instructions to WP5 on how to install and maintain the packages developed by WP9; collecting feedback from WP6 to better cover the user requirements; collecting feedback from WP5 for improving the software provided and the installation procedures.




	Deliverables (brief description) and month of delivery
D9.1 – Report on existing tools survey and functional requirements (M6)

D9.2 – Report on the grid portlets development (M12, M24, M36)

D9.3 – User and deployment guides of developed software (M18, M36)


Summary of effort

A summary of the effort is useful for the evaluators. Please indicate in the table number of person months over the whole duration of the planned work, for each work package by each participant. Identify the work-package leader for each WP by showing the relevant person-month figure in bold.

	Partic. no.
	Partic. short name
	WP1
	WP2
	WP3
	…
	Total person months

	1
	
	
	
	
	
	

	2
	
	
	
	
	
	

	3
	
	
	
	
	
	

	etc
	
	
	
	
	
	

	Total
	
	
	
	
	
	


Milestones

Milestones are control points where decisions are needed with regard to the next stage of the project. For example, a milestone may occur when a major result has been achieved, if its successful attainment is a required for the next phase of work. Another example would be a point when the consortium must decide which of several technologies to adopt for further development.

	Milestone number
	Milestone name
	Work package(s) involved
	Expected date 

	Means of verification


	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


1.6.4 Graphical presentation of the components
1.6.5 Risks and mitigation plans
(Indicative maximum length for the whole of Section 1 – forty pages. This limit does not include the Gantt chart, Pert diagram and tables 1.3a-f))

Section 2. Implementation

2.1
Management structure and procedures [Wim]
The management of ES-G concerns the coordination and integration of all the project activities. The project will bring together infrastructure experts and scientists from four European countries. 

[image: image9]
Figure 7 Management Structure
The following instances describe the constituents of the management structure, their roles and relationship in the project (Figure 7):

· Steering Committee (SC): has the final authority of the project, consisting of one representative from each project partner and chaired by the Project Coordinator. The SC is responsible for ensuring that the EU contract is properly executed and in accordance with a Consortium Agreement. The Consortium Agreement will cover all aspects of the relations between partners, their responsibilities, liabilities, ownership of IPR, licensing, and exploitation issues and will also address conflict resolution methods. It will be signed once the project has been selected and prior to the EU contract coming into force. The SC will meet once a year.

· Project Board (PB): it is the principal executive organism attended by the work package leaders and the Project Coordinator, assisted by the Project Management Office (PMO). The PB will meet monthly, either in person or by teleconference. Exceptional meetings may be called on request. Purpose of the PB is to guarantee the proper performance of the project.

· Advisory Board (AB): three international experts
, external to the project, will be invited to make up this independent board. Together they will monitor progress of the project and provide guidance to the project management office. The Advisory Board will attend the SC meeting once per year. The experts will be selected during the first meetings. Dr. Daniel S. Katz (UC/ANL) GIG Director of Scienc is the Teragrid representative in the Advisory Borard (See appendix, LoS Teragrid).

· The Project Coordinator acts as the primary point of contact with the European Commission, receives feedback on research results from each work package, ensures the project maintains effective progress towards the project objectives based on these results, produces any required project management reports, ensures that deliverables are produced according to the planned schedule and delivered to the Commission and project reviewers as required, and resolves disputes between project partners as and when these arise. He will convene regular management and technical meetings, monitor progress on each work package, collate deliverables, and maintain good contact with each site, in addition to producing the annual management reports, and ensuring that each site produces the required audit certificates. He will also be responsible for ensuring that the Consortium Agreement and any other legal documents are properly prepared and managed. All these activities will be done with the assistance of the PMO, who have significant expertise in this area.

· Project Management Office (PMO): formed by skilled professionals that will develop complementary roles: a Project Manager, a Scientific and Technical Manager, Financial Manager, a Communication & Exploitation Manager and an administrative assistant. PMO supports the Project Coordinator in the day-to-day management of the project. It consists of senior experts with strong expertise in managing large research projects. The PMO is located at the coordinating partner site. PMO at KNMI will provide a management structure that supports and monitors the project development and resources, thus becoming a crucial tool for its success. Detailed roles and responsibilities will be formalized in the project management plan, task WP1. The management system will be set up at the start of the project.

The overall scientific and technical co-ordination will be led by the Project Coordinator, involving the Steering Committee (SC), the Project Board (PB) and assisted by the Project Management Office (PMO), the Advisory Board (AB) and several other ad-hoc specialist boards as required. 

Work Package Leaders (WPL) will ensure the follow-up of the activities, keeping in direct contacts with internal and external participants. The WPL coordinate their tasks via the standard communication procedures (mailing lists, phone- or video-conferences, face-to-face meetings). WPL will report to the PMO, which will summarize on-going issues and report in turn to the PB for approval. All essential decisions will be discussed in the PB with particular emphasis on potential conflicts. The SC will be the final authority within the Consortium for critical decisions concerning the Project's development.

Escalation procedure:

Possible issues between partners and conflicts arising from the management will be resolved by the management structure using conflict resolution rules, as described below. For issues between members of the consortium, the partners will have a means of escalating their concerns to higher level oversight, up to the SC, if necessary.

The procedure is set as follows. First, the involved partners will be invited to try to resolve the issue by themselves. If this step does not resolve the problem satisfactorily, the issue will be reported by the partners to the PB, which will call for an exceptional meeting and try to resolve the issue. If the issue still remains unresolved, it will be reported to the SC which is the highest authority in the project and will take the final decision. The escalation procedure will be part of the consortium agreement.

Main management activities:

In greater detail the three main management activities are:

1. Scientific and Technical Project Coordination

2. Operational Management

3. Quality and Assessment 

Scientific and Technical Project Coordination

Coordination of the work plan: the aim will be to ensure that the work is performed according the overall strategy; assign the required budget and effort, ensure the availability of resources, detect any potential pivotal and risk factors, the expected deliverables and milestones are accomplished with the maximum quality level and the work is implemented within the requested start date and the expected end date. This will include follow-up of agreed milestones and ensuring each participant fulfill their commitment to each WP in direct collaboration with the WPL. Activities will also ensure the implementation of decisions taken by the SC on the overall organization of the project, informing the SC of any risk eventuality, enabling them to implement contingency plans to ensure the activities are performed within budget, on schedule, and to the highest quality. This activity refers to the work carried out by the Project Coordinator as well as the work of other participants as far as they are involved in the SC, the PB and their work as leaders coordinating activities and WP. It also comprises work of the PMO for co-ordination purposes supporting the SC, the PB and the Project Coordinator.

Operational Management

Day-to-day management: coordinated by the Project Management Office, the activities will involve follow-up and monitoring project work plan and time schedule; liaison with the EC Project Officers; timely administration of project reports to be delivered by the Consortium and transmitted to the EU Commission; risk identification and assessment; contingency plans proposals to the project SC; communication with the Consortium; resolution of conflicts among partners, reporting of unresolved issues and conflicts, as informed by the WPL; meetings organization and meetings' minutes production; control of effort and resources spent by the Consortium, justification and adequacy to the work carried out; implementation of corrective actions; management of financial and legal issues concerning the EC Contract and the Consortium Agreement. 

Periodic reporting: This will be organized by the PMO in collaboration with the PB (Coordinator and Work Package Leaders) to ensure that periodic reporting is performed in the most efficient and pragmatic way, according to Commission guidelines, and keeping all the participants of the consortia informed on matters that can influence the outcome of the project. This will entail that all participants follow an established standardized format to ensure a consistent flow of information and will guarantee that the periodic reporting to the project Steering Committee and EU Commission.

Financial and legal management: the Project Financial Manager will ensure that all budgetary actions are performed correctly and within the rules and regulations established by the European Commission and the Consortium Agreement. Monitoring the activities linked to consortium-level financial and accounting, allocation of funding received from the EU Commission and obtaining audit certificates. This includes establishing a good operating practice for financial management adapted for the financial system for each participant country, to ensure that the received funds are correctly distributed, accounted for and that financial statements and audits are received. Project Manager and all Partners will be responsible for ensuring agreement with and constant update of legal issues pertaining to the project, such as the Consortium Agreement.

Communication strategy: The definition of an effective communication strategy for the project will be done by the PMO in collaboration with WP4, being in charge of the internal and external dissemination. The communication strategy will be based on a “key messages” agreed upon by the management structure and targeted for the selected audience (DCIs, ES research community, public opinion, etc.) to maximize the impact of the communication and dissemination. A web site will be installed with private (consortium) and public access by WP4. The web portal will publish updated information about the vision, objectives, and activities: meetings, publications of the project. All project documentation (whether managerial, legal or technical) will be maintained through a centralized electronic repository, and accessible to all consortium members on an open basis. We propose to use wiki-pages as a suitable low-cost, low-overhead solutions with which all partners are familiar. Templates will be available to support the financial administration, scientific and technical communication, elaboration of the work plan and the budget. The PMO will ensure a proper communication flow between partners and an Intranet structure will be set up to support management activities, communication and exchange of information between partners. General assembly is planned every 6 months. Other specific meetings will be organized on demand.

Internal communication: The participants will be made aware of the resources available and required effort and actions needed to complete the task on time, to high quality and within budget. All participants will be informed of the assigned actions, timelines, milestones and deliverables to be factored into the work. They will also be informed of the appropriate communication channels and contingency plans to use if external adverse risk enters into the project, so that the work plan can be adjusted properly. It simultaneously permits the participating parties to access via the project web portal all information regarding the real-time status of the project and to communicate with each other all information pertinent to the evolution of the project. Templates will be available to support the financial administration, scientific and technical communication, elaboration of the work plan and the budget. Moreover the system may be used to compare delivered work and actual spending of budget with the project plan. This flow of well-managed information will contribute to performing the specific management tasks.

External communication The goals of external communication is to disseminate knowledge and good practice about the technical framework of the project, to facilitate cooperation with main stakeholders (scientific community, DCI providers, M/W developers, standardization bodies) and to present a favorable image of the scientific data infrastructure and its innovative services to potential and actual users and to society at large. A variety of channels may be used for external communication from face-to-face meetings, print media and the Internet. A part of this work will be done by WP4. The project web portal will be public accessible and have updated information on activities, vision, objectives, meetings, publications, site descriptions, etc.
Technical reports, conference papers, deliverables, will be posted in the Documentation section of the web site. For publication of the work results, the PMO will ensure that no conflict is created by disagreements between partners. The access to confidential documents will be restricted to registered users. Any publicity material produced by partners, and based on project templates, should be routed to WP4 for clearance.

Communication items must include recognition of financing by the European Union. Thus, all items must include a statement such as the following in a highly visible area (e.g., press release, cover page, top or bottom of a poster): “Project financed in part by the European Commission’s Seventh Framework Programme.” These items must also include the FP7 relevant official logos.

Possible liaison with other scientific domains besides Earth Science realm or with other communities developing  generic framework and tools will be actively explored.

As it concerns the communication toward citizens it could occur by the participation in special events organized at local or national level and publication in non-specific journal to make aware the public about the data infrastructure services and attract young people to those emerging technologies.

Mayor events: During the project lifetime some major events are foreseen like project workshops, project reviews, and project presentations at international conferences, workshops, and other national and regional events. Two workshops are foreseen in the project.

Knowledge Management: The compilation of data will be integrated into a comprehensive and accessible package. It will be available to all participating parties through the web-based and secured communication and management electronic system. The Project Manager will prepare and monitor a series of template documents, in accordance with the scientists and the web designer to ensure that information is passed from the owner to the distributor in the most efficient way. Containing all information about the project and impacting information, such as available materials, database, standard operating protocols, reports and publications. As the project progresses this information will be continually updated to ensure the project runs at critical mass and there is no information missing which could have an impact on the project, including data and information generated external to the project, ensuring timely use of knowledge management tools.

Intellectual property evaluation, protection and exploitation: The Communication & Exploitation Manager will ensure that the capacity for the project to generate Intellectual Property will be evaluated prior to the commencement of the project and will establish an IP strategy, based on the interests of all participants

Quality and Assessment 

The internal assessment of project progress is a principle management task. This activity refers to the work of the PMO and the PB regarding quality assurance and assessment of the fulfillment of the objectives of the project. The results of this assessment activity will be normally in the form of proposals raised to the Steering Committee, and subsequently implemented as part of the operational management activities. A hierarchical communication structure is put in place that ensures an efficient project progress control. This structure involves the WPL that are organized in the PB, the Project Coordinator, and the SC. WPL provide regular progress reports which have to include also concerns about potential deviations from the work plan (time schedule). The Project Coordinator, assisted by the PMO, reviews the reports with regard to the overall project objectives, and they keep the SC informed accordingly. The essential parts of the reports concerning the progress towards the objectives will be part of the regular management reports to be provided as deliverables. In the case of deviations from or delays to the work plan, adequate correction measures will be identified by the Coordinator, assisted by the PB, and communicated to the SC. Ultimately, SC makes the decision on the implementation of adequate correction measures.

Architectural Board (AB): The AB consists of the JRA work package leaders. All changes regarding interface and architecture definition will be reviewed and approved by the AB before they are to be used by JRA2 to JRA5. The function of the AB is needed because JRA1 will only run the first 8 months 
of the project. The AB will also enforce the use of a structured software development method.

Risk management: This activity specifically includes risk management, which comprises risk identification, evaluation and follow-up until risk is managed out or has to be implemented in the plan. It also comprises the design of appropriate contingency plans to mitigate potential negative effects (in the case of threats) or maximize potential benefits (in the case of opportunities). Regular assessment activities will have to be undertaken by the Project in order to closely follow-up the degree of achievement of objectives, as the time schedule is tight for the planned objectives, so as to be able to promptly propose strategic re-orientation or amendment of the Implementation Plan. 

Review process: Milestones and Deliverables will be reviewed. The review process for documents will be as follows: the document will be reviewed by at least two people not involved in writing the document, if this is not possible within the project team, external reviewers will be used. The reviewers will write review reports and send this to the authors of the document. The authors will answer to the reviewers’ questions and remarks and change the deliverable document accordingly. The document will then be offered to the Project Board, which will approve or reject the document. If rejected, a meeting will be setup for comments resolution where PB, reviewers and authors will discuss further improvements of the document by the authors. After improvement, the document is again offered to the PB. When approved, the document will be delivered to the EC project coordinator. 

The Architectural Board (AB) will be responsible for reviewing software documentation.

2.2
Individual participants [All to write specific parts]
For each participant in the proposed project, provide a brief description of the legal entity, the main tasks they have been attributed, and the previous experience relevant to those tasks. Provide also a short profile of the individuals who will be undertaking the work.

(Maximum length for Section 2.2 – one page per participant. However, where two or more departments within an organisation have quite distinct roles within the proposal, one page per department is acceptable.

The maximum length applying to a legal entity composed of several members, each of which is a separate legal entity (for example an EEIG), is one page per member, provided that the members have quite distinct roles within the proposal.)
	Participant no. 1: Royal Netherlands Meteorological Institute (KNMI), Netherlands

	Organization description
	The Royal Netherlands Meteorological Institute (KNMI) is the national research and information centre for weather, seismology, climate and climate change in the Netherlands. KNMI has a long tradition in operational and scientific activities. Climate research at KNMI is aimed at observing, understanding and predicting changes in the climate system.

The R&D Information and Observation Technology will be the main participant from KNMI, although also the Climate and Seismology division will be involved.

As a public service KNMI is well aware of the need to make climate, seismology and meteorological data available to a wider audience. Preferably, the Internet will serve as the most important interface between these users and the KNMI databases.

Relevant projects:

· EU DataGrid , KNMI was partner in the Earth Observation work package (WP9) and was leader of WP9.4 Earth Observation Applications. KNMI was actively involved in the Application Working Group (AWG).

· EGEE (I,II,III), although unfunded, KNMI is actively involved in the Earth Science Research (ESR). KNMI is the formal Virtual Organization (VO) manager for ESR. ESR is one of the Generic Applications in EGEE. 

· PROMOTE (GMES), Goal is to deliver the Atmosphere GMES Service Element. KNMI is project leader and actively involved in defining and building the service

· DEGREE (Dissemination of Grid in earth science, EU FP6) 

· NERIES is an Integrated Infrastructure Initiative project (EU FP6), aiming at networking the European seismic networks, improving access to data, allowing access to specific seismic infrastructures and pursuing targeted research developing the next generation of tools for improved service and data analysis.

	Tasks in the project
	

	Key persons
	Wim Som de Cerff (MSc. computer science, Twente University) is a senior researcher and works at the the R&D Information and Observation Technology division of the KNMI. Wim works for 12 years now at KNMI, and will be the coordinator of the EKIDNA project. Wim has over 5 years experience in leading software development and research projects developing data centers (KNMI Operational Data Center, Netherlands Sciamachy Data Center). He has participated in EU DataGrid project (IST-2000-25182), leading WP9.4 “demonstration of EO applications” and in the DEGREE (IST- 2005-5.2.5.4) project, leading the work package on science applications and requirements (WP1). His experience in leading software development projects and skills in bridging scientists and software developers will be beneficial to managing ES-G in a successful manner.

John van de Vegte (MSc. computer science, Twente University) is a senior researcher and works at the R&D Information and Observation Technology division of the KNMI. John has worked as system designer/engineer on the NL-SCIA-DC. John is the architect and development team-leader of the OMI Dutch Processing System (ODPS), which is part of the OMI data processing chain. The OMI instrument is onboard the AURA spacecraft which is part of NASA’s Earth Observation System. The processing system (G2PS) for ozone profiles derived from the GOME2 instrument on METOP is also lead, designed and implemented by John. Currently John is de project leader of a national funded project (adaguc.knmi.nl) that is part of the “Space for Geo-information” (RGI) program that deals with making atmospheric data GIS friendly for cross domain usage. The project consist of an international community with connections to OGC, INSPIRE and UNIDATA.




	Participant no 2: Fraunhofer  SCAI 

	Organization description
	The Institute for Algorithms and Scientific Computing (SCAI) performs applied research and development in numerical simulation, optimization, and bioinformatics. In simulation, the institute is particularly focused on engineering applications in connection with advanced algorithmic and compute technologies. 

The institute augmented its engagement in High Performance Computing especially in the field of Grid Computing.

Grid technology represents an important field in its activities in engineering, bioinformatics and meteorology. Special emphasis is laid on Unicore environments and tools, gLite, and globus. Projects and experiences range from the development of tools and systems operating to the realization of complex applications. 

SCAI participates in EGEE-III supporting the deployment of new applications and is work package leader for the Earth Science cluster. SCAI´s IT department is part of the EGEE-III SA1 operating. SCAI is leading the European funded grid project SIMDAT and was and is a partner in other European and national funded grid projects.

According to the general mission of the Fraunhofer Society, which is the leading organization for applied research in Germany, the institute is working closely with industrial partners in order to enhance their competitiveness through mediating knowledge and technology transfer from academic research to industrial application

Fraunhofer SCAI is located in Sankt Augustin near Bonn, Germany. It has a staff of about 85 scientists and technicians.

	Tasks in the project
	

	Key persons
	Dipl. Math. Horst Schwichtenberg is head of the information and communication infrastructure of Fraunhofer SCAI. He received his diploma in Mathematics from the University of Bonn. His expertise in High Performance Computing and numerical simulation goes back more than twenty years. He is currently leading the SCAI-activities in the European project EGEE and an engineering project within the German Grid Initiative D-Grid.




	Participant no 3: IMAA CNR

	Organization description
	Italian National Research Council - Institute of Methodologies for Environmental Analysis (CNR - IMAA)

CNR-IMAA research concerns the study of the atmosphere and of the Earth's surface, and of human impacts on these, using remote sensing and environmental and geophysical monitoring. It is a centre of competence of the Italian Civil Protection Department of the Prime Minister’s cabinet. The Earth and Space Science Informatics Laboratory (ESSI-Lab) of IMAA was established to facilitate the effective and seamless provision of earth and space resources to Information Society applications. ESSI-Lab research focuses on the application of information and communications technologies to manage, share and harmonize Earth and Space Science data, information, services and knowledge in the framework of Geospatial Information technologies and infrastructures. A major research activity concerns crosswalks between the Earth and Space Science and Geospatial Information communities, investigating interoperability solutions. CNR-IMAA is a member of the OGC (Open Geospatial Consortium).

Relevant previous experience:

IMAA has been the scientific and technological coordinator of the FP6 CYCLOPS Project; the CYber-Infrastructure for CiviL protection Operative ProcedureS is an EGEE Support Action to conceive an innovative e-infrastructure for the European Civil Protection, bridging the Grid and the GMES (Global Monitoring for Environment and Security) Communities. IMAA through CYCLOPS represents the EGEE in the OGC-OGF interoperability initiative. IMAA gained specific knowledge and experience on international framework and standard related to Earth and Space Sciences data access and interoperability. IMAA has contributed to several middleware specifications, such as: UNIDATA THREDDS, ncML and ncML-GML, GI-cat/go. IMAA participates in several international projects like the FP6 projects: GRIDCC, EURORISK/PREVIEW, GMOSS, NEEDS, CYCLOPS and the FP7 projects: GIGAS, G-MOSAIC, SAFER. IMAA is a main partner of GEOSS IP3 (Interoperability Process Pilot Project) and is one of the proposing organizations of the FedEO Pilot Response to the GEOSS Architecture Implementation Pilot-CFP (proposal led by ESA). IMAA is one of the initiators (with UCAR, NASA and George Mason University) of the OGC Interoperability Experiment GALEON (Geo-interface to Atmosphere, Land, Environment, Ocean netCDF). IMAA promoted (with the Ministry of Environment and the Department of Civil Protection) the INSPIRE SDIC INTERO (Italian National earth & Environment Research cOmmunity).

	Tasks in the project
	 

	Key persons
	Stefano Nativi

He is in charge of the Earth and Space Science Informatics Laboratory of CNR-IMAA and coordinator of the CNIT (Italian Interuniversity Consortium for Telecommunications) section for CNR-IMAA. He is chair of the ESSI (Earth and Space Science Informatics) division of EGU (European Geosciences Union). He is the scientific and technological coordinator of the FP6 CYCLOPS project. He has been the point of contact of the GEOSS Interoperability Process Pilot Project (IP3) for GBIF (Global Biodiversity Information Facility) area; now he leads the IP3. He is the OGC representative for the GEOSS SIF (Standards and Interoperability Forum). He is member of the “Metadata Core Drafting Team” for the Implementing Rules of the INSPIRE (The INfrastructure for SPatial InfoRmation in Europe) initiative. He is the coordinator of the CNR Inter-departmental project GIIDA (Integrated and Interoperable management of CNR environmental data). He teaches “Systems for land management” for the University of Padova (specialization degree in Informatics). Co-PI of the OGC GALEON II interoperability experiment. Member of the OGC WCS standard WG.

Paolo Mazzetti

He is senior researcher at IMAA. He has ten years experience in design and development of infrastructures and services for geo-spatial data sharing. Professor in charge of the course “Telematics” at the University of Florence at Prato for the degree in Information Engineering. Member of the Italian Interuniversity Consortium for Telecommunications (CNIT). He is the coordinator of the GRID infrastructure for the CNR-IMAA.


	Participant no 4: STFC

	Organization description
	STFC is one of Europe's largest multidisciplinary research organisations supporting scientists and engineers world-wide. It operates world-class, large scale research facilities and provides strategic advice to the UK government on their development. It also manages international research projects in support of a broad cross-section of the UK research community. The Council also directs, coordinates and funds research, education and training. STFC has a budget of around £530m per annum and employs more than 2200 staff.

The STFC e-Science Centre has almost 100 staff working across a variety of UK and European Grid computing projects. It led the development of Grid monitoring services and Mass storage for the EU DataGrid, and has been a funded partner in each of the three EGEE funding rounds. It is also a core partner on the EGI Design Study. The UK NGI is based within the STFC e-Science Centre. It also hosts the UK LHC Tier-1 data centre.

STFC also has a strong Earth Science expertise, hosting the British Atmospheric Data Centre and the official IPCC data delivery site. In addition, it contributes to development of statutory implementing rules for the European INSPIRE Directive (2007/2/EC) and participates in numerous OGC and ISO standards committees. A large space science department develops Earth observation instruments for ESA satellites, and a new UK ESA facility has recently opened on the laboratory’s Harwell campus, with a planned focus on Earth observation for climate studies.

STFC has been involved in a number of major UK environmental e-Science projects: NERC DataGrid (NDG); Grid for Ocean Diagnostics, Interactive Visualisation and Analysis (GODIVA); climateprediction.net, Environment from the Molecular Level (‘e-Minerals’); Global Coastal Ocean Modelling (GCOM); Grid for Coupled Ensemble Prediction Studies (GCEPS).


	Tasks in the project
	.

	Key persons
	Dr Andrew Woolf (Ph.D., physical oceanography, University of Tasmania) is the OGC liaison point under the MoU between OGC and OGF, and has almost ten years experience working at the intersection of Grid computing and the Earth sciences. Past Grid projects include GODIVA (Grid for Ocean Diagnostics, Interactive Visualisation and Analysis), chief architect of the NERC DataGrid, and integration of the UK National Grid Service with OGC’s Web Processing Service. He also works in the area of geospatial data integration. Andrew was selected by the EC to co-develop the statutory implementing rules for the INSPIRE Directive, and sits on various OGC and ISO standards committees. He developed the Climate Science Modelling Language and has contributed on several projects concerning ESA’s Heterogeneous Missions Accessibility program.

Dr Arif Shaon (Ph.D., long-term metadata curation, University of Reading) has considerable experience of implementing various OGC specifications, such as the Web Processing Service (WPS), Web Feature Service and Web Map Service. He successfully developed a Grid-enabled WPS in the recently completed OGC OWS-6 test bed.  His proposals for new WPS operations for controlling asynchronous processes have been accepted for inclusion in the next release of the WPS specification. He is also a voting member of the WPS standard working group. His main interest is in long-term preservation of digital information.  He holds a PhD on long-term curation of the metadata that is needed for effective data preservation over time. More recently he has worked on preserving software artefacts over long periods of time. He is investigating a preservation-focused Spatial Data Infrastructure (SDI) to facilitate long-term preservation of geospatial data, which will also involve developing a preservation profile of the ISO 19115 metadata standard.




	Participant no 5: INFN

	Organization description
	INFN (http://www.infn.it/), is a public governmental research organization, which promotes, co-ordinates and funds nuclear and high-energy physics related researches. It is organized in 4 National Laboratories, 19 Departments (called Sections located in major Universities) and 11 Local Groups (see http://www.infn.it/mappa.php). INFN staff research personnel amounts to more than 1500 peoples with an equivalent number of associates from University and other Scientific National Institutes. INFN has a considerable experience on high performance distributed computing. Since 2001 INFN has played a major role in the EU DataGrid and DataTAG projects, the WLCG project, National Grid Projects GRID.IT and LIBI, and more recently the EGEE, EGEE-II and EGEE-III and the Grid infrastructure extension projects such as EUmedGRID, EUChinaGRID, EU-IndiaGrid1&2, EUAsiaGrid and EELA1&2, GridCC, OMII-EU, ETICS1&2 and OGF-EU. The contribution to these projects comprises the operation of the INFN Production GRID, with more than 10000 CPU’s deployed in 27 sites, the development and reengineering of many the Grid Middleware components already included in gLite (the Workload Management Service (WMS), the Virtual Organization Membership Service (VOMS), the Glue Schema, the CREAM-CE and CEmon, the Grid Accounting Service DGAS, the GRID Monitoring service GridICE), the ARGUS authorization framework and StoRM, an SRM interface to parallel file systems, together with dissemination ad training activities.  Of particular relevance is also the role played by INFN in projects like LIBI, BioinfoGRID, e-NMR, CYCLOPS promoting the use of the grid technologies in other research communities.

	Tasks in the project
	The main tasks of INFN in the project will be:

· Developing, eventually in collaboration with the EMI project, grid portlets components for UMD services
· Developing in collaboration with the other ES partners the grid-enabled OGC web services.
INFN will lead the WP9, and contribute to all the other WPs but WP1.

	Key persons
	Mirco Mazzucato: CNAF Director, since 2004 and INFN Grid Project Manager since 2000; INFN delegate and member of the Management Board in the (W)LCG, World Computing Grid for LHC Project at CERN since 2002 (~ 6000 physics in  Europe, USA and Asia); Member of the Project Management Board and coordinator of the Italian Federation in the FP6/7 European EGEE projects; Italian Grid Infrastructure (IGI) Joint Research Unit Manager; INFN’s delegate in the European Projects’ Management Boards: e-NMR, EGI_DS, OGF-Europe; MIUR Italian delegate in the e-Infrastructure Reflection Group.
Marco Verlato: INFN senior staff; Ph.D. in Physics in 1998; Experience in HEP data analysis and farm computing, involved in EU grid projects since 2001 (EU-Datagrid, EU-DataTAG and EGEE); Work Package Manager in EU-IndiaGrid project (Application Support) and in CYCLOPS project (Coordination with EGEE) since 2006; Work Package Manager in e-NMR project (Grid deployment and operations) since 2007.



2.3
Consortium as a whole [Andrew]

Describe how the participants collectively constitute a consortium capable of achieving the project objectives, and how they are suited and are committed to the tasks assigned to them. Show the complementarity between participants. Explain how the composition of the consortium is well-balanced in relation to the objectives of the project.
If appropriate describe the industrial/commercial involvement to ensure exploitation of the results. Show how the opportunity of involving SMEs has been addressed. 
i) Sub-contracting: If any part of the work is to be sub-contracted by the participant responsible for it, describe the work involved and explain why a sub-contract approach has been chosen for it.

ii) Other countries: If a one or more of the participants requesting EU funding is based outside of the EU Member states, Associated countries and the list of International Cooperation Partner Countries
, explain in terms of the project’s objectives why such funding would be essential.
iii) Additional partners: If there are as-yet-unidentified participants in the project, the expected competences, the role of the potential participants and their integration into the running project should be described. (These as-yet-unidentified participants will not be counted in the minimum number of participants for the eligibility of the proposal).

(No maximum length for Section 2.3 – depends on the size and complexity of the consortium)
The project partners have been selected on the basis of their expertise across both distributed computing and Earth science. All are recognised major European leaders in these areas. This combination of Earth science and distributed computing expertise creates a project partnership uniquely placed not only to understand the needs of the User community and the technical solutions, but to have a vision for developing both areas together into the future.

2.3.1 Distributed computing expertise

All the project partners have leading experience in distributed computing over a long period of time. STFC (Rutherford Appleton Laboratory), KNMI, INFN and CNR all were involved in the EU DataGrid project. For instance, STFC-RAL led the major work packages in Grid Monitoring Services and Mass Storage Management. All partners also have been closely involved in various phases of EGEE (funded except KNMI which nevertheless is VO manager for the EGEE-III Earth Science Research VO). Both INFN and STFC have been partners in the EGI Design Study which is developing the roadmap for a pan-European DCI, endorsed by all major European national grid initiatives. As well, partners STFC and INFN are members of the EGI Council representing their NGIs (UK and Italy, respectively).

2.3.2 Earth science expertise

Four out of the five artners also have leading expertise in the Earth sciences. This expertise covers both scientific research and strategic organisation at European level. KNMI is one of Europe’s major research centres for weather, seismology and climate. CNR-IMAA contributes to numerous FP6/7 Earth science projects, especially using Grid computing. STFC develops satellite instruments for Earth observation and hosts internationally known Earth science data centres (the British Atmospheric Data Centre and IPCC Data Distribution Centre). SCAI is leading the Earth science cluster in EGEE-III. The fifth partner, INFN, has a longstanding experience in the development and reengineering of many the grid middleware components already included in gLite. Moreover, through the participation to the FP6 CYCLOPS project together with CNR-IMAA has gained since 2006 experience with the integration and grid enablement of OGC standard compliant geospatial web services, and is among the co-founders of the G-OWS working group in 2008.
Several partners are involved in implementation of the EC Directive INSPIRE (2007/2/EC) developing a pan-European spatial data infrastructure. This is developing common standards for metadata, data exchange formats, and web services to enable a step change in data availability and interoperability for Earth science related disciplines like hydrography, geology, land, soil, environmental monitoring, atmosphere, ocean, habitats and biotopes, species distributions, etc. STFC and IMAA are co-developing statutory implementing rules on data and metadata, while KNMI has participated in the review of technical standards.

Similarly, several partners contribute to GMES-related projects. This is a joint initiative between the European Commission and ESA to establish sustainable Earth Observation services in Europe for the environment and security. KNMI leads the PROMOTE project developing a service to monitor atmospheric constituents and air quality. Both IMAA and STFC are partners on the FP7 project GIGAS addressing issues of convergence between GMES and INSPIRE.

The primary European scientific body for the Earth sciences is the European Geosciences Union (EGU). Recently a new scientific division was established in Earth and Space Science Informatics (ESSI). Stefano Nativi (IMAA) chairs this division; he alongside Schwichtenberg (SCAI), Woolf (STFC) and Som de Cerff (KNMI) have all convened sessions of the division at the union’s annual General Assembly.

2.3.3 Standards activities

Since both Earth science and distributed computing increasingly depend on the sharing of both data/compute resources and knowledge across discipline and geographic boundaries, standards are critical to future development in both cases. Partners to this proposal are active in standards activities across both areas. STFC and IMAA partners participate in standards committees of the Open Geospatial Consortium (OGC) and ISO TC211, as well as liaison between OGC and the Open Grid Forum (OGF) under their MoU.

2.3.4 Task distribution

tbd: something on partners distribution on tasks and I3 areas...
SMEs?
2.4
Resources to be committed [all to write]
Describe how the totality of the necessary resources will be mobilised, including any resources that will complement the EC contribution. Show how the resources will be integrated in a coherent way, and show how the overall financial plan for the project is adequate.

In addition to the costs indicated on form A3 of the proposal, and the effort shown in section 1.3 above, please identify any other major costs (e.g. equipment). Ensure that the figures stated in Part B are consistent with these.

(Maximum length for Section 2.4 – two pages)
Section 3. Impact

3.1
Expected impacts listed in the work programme [Stefano]

Describe how your project will contribute towards the expected impacts listed in the work programme in relation to the topic or topics in question. Mention the steps that will be needed to bring about these impacts. Explain why this contribution requires a European (rather than a national or local) approach. Indicate how account is taken of other national or international research activities. Mention any assumptions and external factors that may determine whether the impacts will be achieved.

Enable user communities to more easily access existing European DCI platforms through

science gateways. Support complex workflows needing combinations of capacity and

capability computing and access to data and networks, emphasizing interoperability.
All DCI proposals are encouraged to consider the international dimension of their activities,

incorporate education and training, as well as foster the use and deployment of standards.

Integrating innovation in services and technology is also encouraged.

Expected impact: Work on DCI will achieve broader and deeper inter-disciplinary scientific

collaboration in Europe. It will ensure coordinated, strengthened and focused software

deployments in the context of e-Infrastructures and across the broadest range of fields in

science and engineering. Also expected are an improved usability of DCI platforms for a

larger user base and for conducting inter-disciplinary research; the strengthening of the ability

to exploit the rapidly changing hardware environments through appropriate software

deployments; and the reinforcement of the European world position in software development

and deployment with a resulting impact on innovation. Regarding the EGI in particular, it

will create a sustainable environment for the provision of grid-based computing services to a

wide range of research fields, based on a stable collaborative European and National cofunding

scheme. It will enable the easy sharing of resources (computation, storage, data)

across national and administrative boundaries and will ensure the technological

interoperability of global grids. Such a development will provide a new dimension to the

realisation of the European Research Area (ERA).

The ES-G Project will contribute to the following expected impacts:

I1 . Enable user communities to more easily access existing European DCI platforms through

science gateways. The ES-G Project aims to design and develop a Science Gateway dedicated to ES. It will include two main components: a Portal and a ES-G middleware. The Portal is a single-point-of-access to high-level applications and tools for ES applications. It is conceived for easy human-to-machine interaction based on the wide-known Web navigation paradigm. The ES-G Middleware is conceived for machine-to-machine interaction. It is based on standard specifications widely adopted in the ES and related communities and infrastructures. It provides typical high performance ES specific services (e.g. to discovery, access and view resources like coverages, maps, etc.) based on the Grid but hiding its complexity. Therefore the ES-G Middleware allows researchers to develop applications using well-known service interfaces and data models, exploiting the Grid capabilities without directly interacting with it. This impact will be achieved through the development of the ES-G Middleware components and portlets. It can be achieved only working at a European level since ES communities are typically structured around European and international organizations, many existing or planned ES Community Infrastructures already based on the same specifications are carried out by  European or international initiatives (such as the GEOSS and the INSPIRE Directive). The ES-G Project workplan includes specific WPs and tasks dedicated to the integration with European and international initiatives and projects such as standardization activities and the NSF Teragrid. 

I2. Support complex workflows needing combinations of capacity and capability computing and access to data and networks, emphasizing interoperability. Actually interoperability, and standardization as a mean to achieve it, is a key concept in the ES-G Project. It is considered the way to integrate the EGI with the existing and planned ES Community Infrastructures. Therefore the ES-G Project stresses interoperability issues at every level. In particular the ES-G Middleware is based on the (de-jure or de-facto) standard specifications adopted in the ES communities, such as OGC Web Services, OPenDAP, and so on. The ES-G Middleware provides a set of Web Services that can be combined in workflows according to the Service-Oriented-Architecture approach, using existing specifications developed by standardization bodies like W3C, OASIS, OGC, etc.

I3. Foster the use and deployment of standards. As mentioned before standards play a fundamental role in the ES-G project. The ES-G Middleware will deploy components based on standards relevant for the ES Community such as OGC Web Services. They will provide a common layer to seamlessly access the DCI and the ES Community Infrastructures. These activities will be performed establishing liaison with relevant Working Groups already active (e.g. G-OWS WG), and in the context of existing coordination and standardization efforts (e.g. OGC-OGF MoU). Moreover several participants in the ES-G Project are members of standardization bodies and will establish a channel between ES-G activities and standardization activities in the WG they are involved in.

I4. Broader and deeper inter-disciplinary scientific collaboration in Europe. Earth Science research outcomes (models, tools, applications) are particularly important for several interdisciplinary research themes. For example, Energy Planning, Biodiversity, Disaster Management, etc. are example of research themes requiring to access ES resources. An advanced infrastructure which seamlessly integrates ES Community Infrastructures and the EGI, adopting standard and widespread Web technologies, enables new scenarios involving different expertise and resources providers. The ES Gateway allows EGI to provide valuable and scalable capacities to the GEOSS Capacity Infrastructure (GCI) which enables interdisciplinary scenarios according to the 9 Societal Benefit Areas (SBA) of GEOSS: Disasters, Health, Energy, Ecosystem, Biodiversity, Agriculture, Climate, Weather, Water.  

(more?)

3.2
Dissemination and/or exploitation of project results, and management of intellectual property [Andrew]

Describe the measures you propose for the dissemination and/or exploitation of project results, and how these will increase the impact of the project. In designing these measures, you should take into account a variety of communication means and target groups as appropriate (e.g. policy-makers, interest groups, media and the public at large). 

For more information on communication guidance, see http://ec.europa.eu/research/science-society/science-communication/index_en.htm
Describe also your plans for the management of knowledge (intellectual property) acquired in the course of the project.
The WP4 of this proposal is specifically targeted to dissemination as it is regarded as crucial for success and sustainability of the project. It will be important to raise awareness of project outcomes to potential new users, and also to ensure an ongoing legacy through standardisation activity.

3.2.1 Dissemination and exploitation plan

A detailed dissemination and exploitation plan will be developed as a first task in WP4. The plan will cover specific activities to be undertaken and dissemination channels to be used. A calendar of events will be maintained at which the project may be promoted, and for engagement with stakeholders. Two specific types of activity are foreseen – publicity and communications (dissemination), and standardisation (exploitation). The former concerns engagement with users and stakeholders, while the latter looks to the future to ensure project innovations are embedded in ongoing standards work where relevant.

3.2.2 Dissemination

3.2.2.1 Targets

Dissemination activities are undertaken for different purposes; and different approaches will be used for different targets. It is important, therefore, to classify the respective target classes for dissemination activities (Figure 6).



[image: image10]
First and foremost, of course, is the Earth science user community – both those already using the DCI (to whom the ES-G components and tools would be useful) and potential users (who might use the DCI were they aware of the tools and components available through the project). This includes potential users of components to develop training modules/applications on the DCI for Earth science research education. As well, members of the DCI developer community are regarded as users, in the sense that requirements identified through this project will provide important boundary conditions for their ongoing work. Dissemination towards these groups will also return benefits to the project in ensuring relevance and synchrony with other relevant DCI activities.

Second, the EC is regarded as an important stakeholder for dissemination activities. We will promote both the outcomes from the project and also those applications/users that have benefited from project deliverables. This will be important to demonstrate the socio-economic-environmental impact of Earth science research being undertaken using the European DCI. As well, where appropriate, EC dissemination activities will seek to inform future research priorities.

Third, the general public should be included in dissemination activities as a fiducial principle of any publicly funded research. But not only this – the work of the project is likely to be of genuine interest to the growing sector of the public that is interested both in advanced European technical innovation, and in research on problems of Earth science and environment.

3.2.2.2 Web site

A web portal will be maintained for the duration of the project and will serve several purposes. First, it will provide an overview of the project with regular activity updates. This will be targeted primarily at the general public and interested observers. In addition, the website will provide detailed information for potential new users of the developed gateway components. Finally, the website will provide snapshots of various projects and user groups that have used the components to undertake work on the DCI.

3.2.2.3 Newsletter and promotional materials

Twice per year a newsletter will be produced, highlighting project developments and user stories. As well, general promotional material (brochures, posters etc.) will be produced. The target of this activity will be general awareness raising, and also promotion with key EC stakeholders. Other awareness-raising activities will be undertaken as the opportunity arises; for instance promoting the project’s outputs at relevant FP7 information days and in relevant fora of Earth science community users.

3.2.2.4 Publications and conferences

More ‘professional’ dissemination will be carried out through publications in journals and magazines, and through conference presentations. One important venue is the Earth and Space Science Informatics session of the European Geosciences Union. In 2009, two sessions were held on Grid computing and geoscience applications.

3.2.3 Exploitation

Exploitation activities will focus on promotion of project innovations through standardisation bodies. This will ensure an ongoing legacy for project innovations into the future. Examples of potential areas of innovation that may be relevant to standards bodies might include:

· development of approaches to security for Earth science web services compatible with Grid computing

· standardised portlet interfaces for Earth science data and services

· standardisation of architectures and architectural frameworks between Earth science and distributed computing

3.3
Contribution to socio-economic impacts [Andrew]

Describe the socio-economic impacts of the project.

Environmental problems are amongst the most pressing facing the world today, and it is only by analysing vast amounts of new data, and undertaking state-of-the-art numerical simulation that a deeper understanding may be reached and solutions devised. To give one example, the UN’s Intergovernmental Panel on Climate Change noted in its Third Assessment Report (TAR, 2001) that “most of the observed warming over the last 50 years is likely to have been due to the increase in greenhouse gas concentrations” (emphasis added). The statement was strengthened six years later in the Assessment Report Four (AR4, 2007): “Most of the observed increase in global average temperatures since the mid-20th century is very likely due to the observed increase in anthropogenic greenhouse gas concentrations.”. The change from “likely” to “very likely” carried enormous socio-economic and political implications, as reported at the time in media around the world. For instance, Achim Steiner, executive director of the United Nations Environment Programme (Unep), stated “Friday, 2 February 2007 may go down in history as the day when the question mark was removed from the question of whether climate change has anything to do with human activities.”. As to the reasons behind this change in analysis between the two reports, one has only to consult again the AR4 report: “Scientific progress since the Third Assessment Report (TAR) is based upon large amounts of new and more comprehensive data, more sophisticated analyses of data, improvements in understanding of processes and their simulation in models and more extensive exploration of uncertainty ranges.”. Data, analysis, and computation were at the heart of the fundamental new insights with their massive socio-economic and political implications.

The Earth Science Gateway proposal will play a major role in helping European researchers working on climate change, sustainability, biodiversity, etc. access state of the art high performance computing infrastructure and major Earth science datasets and applications. The socio-economic benefit of this research is axiomatic; the added value of the ES-G will be in enhancing access to the DCI for this important research community. Researchers will be able to run simulations more easily and quickly, find and obtain data more simply; possibly even to undertake calculations and analyses on the DCI that simply would not otherwise have been possible due to limitations of available data and computational resources. We envisage also an educational benefit, with ES-G components able to be assembled into ‘training portals’ for computational Earth scientists.

The table below outlines some of the expected impacts from the call text and how they are met by the project.

	INFRA-2010-1.2.1 Expected impact
	ES-G proposal

	Work on DCI will achieve broader and deeper inter-disciplinary scientific collaboration in Europe
	A fundamental defining characteristic of the most advanced Earth science research is that it studies the Earth system as a whole – breaking down traditional discipline boundaries (atmosphere, ocean, biosphere, etc.), and modelling the feedbacks and connections between these component systems. In the same way, the ES-G proposal explicitly aims to facilitate inter-disciplinary Earth science research through providing components that are guaranteed to work together. Interoperable data and computational components from different Earth science disciplines will be made available, and able to be used with the same tools and easily chained through configurable workflows.

	Also expected are an improved usability of DCI platforms for a larger user base and for conducting inter-disciplinary research...
	There are significant barriers to entry for new users of DCI platforms currently. These concern the use of security tokens, sophisticated middleware, and service oriented architectures. Most practising scientists – even those with a computational focus – are not familiar with these technologies, and generally see no reason to learn. The ES-G project will both provide incentives to use the DCI, and reduce the barriers for new users. By providing an integrated access to data and computational resources of scientific interest to the Earth science community, the DCI will provide an attractive platform for researchers; and by developing the simplest possible means to use them, new users will not be put off.

	...reinforcement of the European world position in software development and deployment...
	The components developed by ES-G will be available to be used by other ‘e-Science’ communities around the world. By integrating emerging data and information standards within a DCI middleware context, the solutions will be of interest to the community beyond Europe’s borders.

	...easy sharing of resources (computation, storage, data) across national and administrative boundaries and will ensure the technological interoperability of global grids...
	A key technical focus of ES-G is on bridging between the DCI middleware and emerging technical standards (ISO, OGC) for interoperability of geospatial data and processing. This approach will guarantee the sharing of resources across geographic, organisational, and disciplinary boundaries. Since the interoperability standards are being adopted beyond Europe, ES-G will provide links to resources at a truly global scale.



Similarly, the ESFRI Roadmap underlines the critical importance of distributed infrastructure and e-services to the environmental sciences:

Distributed research infrastructures are essential for environmental sciences. To be effective, they need central coordination in order to maintain efficient knowledge exchange, maximum accessibility and data interoperability, and to keep up with scientific and technical developments. Therefore they need to have a clear central service, together with well structured links and virtual connections to partner centres, which may be located far away from each other in the world. Scientific nodes and hubs are integral parts of multidisciplinary and cross-sectoral environmental research infrastructures. The local partners may have different roles, responsibilities, and consequently different investment shares for the research infrastructure. The central scientific service has a key role and challenge in coordinating the research activities, and in management, legal, and IPR issues. The e-services are a critical part in distributed research infrastructures. Additionally, the distributed structure can offer outreach points to the public, such as for education. (ESFRI Roadmap 2008, emphases added)
It is no accident that this proposal seeks to address many of the requirements identified in the ESFRI Roadmap for the Environmental Sciences. ES-G will provide a central coordination for the European ‘Earth science e-research’ community in its use of the DCI, with data interoperability playing a key role in the technical architecture. The DCI itself provides a virtual community of Earth science researchers, and e-services will be made available as specific Earth science-specific components through the ES-G project. Dissemination and exploitation activities will explicitly target both the general public and Earth science research educators.

Measurable success criteria will include:

· the number of external projects/applications using ES-G tools

· the number of DCI users accessing ES-G software or documentation

· the level of standardisation activity arising through ES-G innovation

(Maximum length for the whole of Section 3 – ten pages)

Section 4. Ethical Issues [Wim]
The participants in this I3 project declare that there are no ethical issues relevant to this proposal. Nevertheless, the Coordinator and MB will continue to keep this aspect under review, and should any such issues arise in the future, they will be addressed and taken into account in due time.
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