INFN (http://www.infn.it/), is a governmental research organization, which promotes, co-ordinates and funds nuclear and high-energy physics related researches. It is organized in 4 National Laboratories, 19 Departments (called Sections) and 11 Local Groups.  Sections and Local Groups are usually located in the Physics Departments of all the major Italian Universities (see http://www.infn.it/mappa.php) and operate in strong synergy with them. INFN staff research personnel amounts to more than 1500 peoples with an equivalent number of associates from University and other Scientific National Institutes. 

INFN carries out its research activity in collaboration with international institution at the most important national and international Laboratories (CERN, DESY, Grenoble, GranSasso, Frascati, Fermilab, SLAC). Considerable is the INFN effort in the R&D of new technology and innovative instrumentations, needed to fulfil its own mission, and in the transfer of know-how, methodologies and technologies developed by its research activities towards other research fields, such as medical science, cultural heritage and environment, industry. Since several years INFN has set up a Technology Transfer Committee (http://www.infn.it/ctt) which is responsible for demonstrating and communicating to society (in particular to schools and industry), the scientific results achieved by the INFN activities and their possible spin-off. 

It has a considerable experience on high performance distributed computing. Already in 1998 INFN deployed a Wide Area CONDOR Pool with more than 200 CPUs distributed all over Italy (see http://www.infn.it/condor); at the end of 1999 INFN launched an R&D project, the INFN-GRID project (http://www.infn.it/grid), to evaluate the use of GRID technologies in facing the stringent requirements of the High Energy incoming LHC experiments. Since 2001 INFN has played a major role in the EU DataGrid and DataTAG projects, the LCG and WLCG projects, the National Grid Projects GRID.IT (http://server11.infn.it/firb-grid) and LIBI, and more recently the EGEE and EGEE II and the grid infrastructure extension projects EUMedGRID, EUChinaGRID, Eu-IndiaGrid and EELA, GridCC, BioinfoGRID and CoreGRID EU projects. The INFN contribution to these projects comprises the set up of the INFN Production GRID, with more then 2700 CPU’s deployed in more then 20 sites, which represents a fundamental part of the European GRID Infrastructure, the development and reengineering of the grid Middleware, in particular of the Workload Management Service (WMS), the Virtual Organization Membership Service (VOMS), the Glue Schema, the new CE implementation with CREAM and   CEMON, the Grid Accounting Service DGAS, the GRID Monitoring service GridICE, some new components related to grid policies GPBOX and the SRM interface to parallel file systems (Storm) together with the dissemination ad training activities.

Main Tasks in AGENA and relevant previous experience 

INFN main task in AGENA will be the participation and coordination of the NA activity concerning the training (WP4) and the SA activity concerning the support to users and generic applications to be ported on Grid (WP6). Moreover the INFN will contribute to the JRA activity concerning the upgrade of the middleware (WP7). 
Experience to carry out this task comes from the role played in the various worldwide Grid projects quoted above and from the role that INFN has in the EGEE projects.  Moreover the experience coming from the coordination of the INFN Production Grid (the INFNGRID) will be of utmost importance in running and coordinating the users’ and applications’ support infrastructure needed by AGENA.  Furthermore INFN has an important role in the development of Grid software and knows the problems regarding testing and certification activities, which are very relevant for the JRA activity. 
WP4 – NA4: Training

This activity aims to organise, in cooperation whenever possible with the EGEE project corresponding activity, dissemination and training events where the current architecture of the EGEE middleware and its planned evolution will be presented to the Astronomy, Astrophysics and Cosmology communities, in order to expand the use of the EGEE Grid e-infrastructure and foster their adoption in these fields. 
The leading partner of this Work Package, INFN, has a longstanding experience in running training events and tutorials about Grid technologies, and is managing since several years a training infrastructure (t-infrastructure) called GILDA (Grid INFN Laboratory for Dissemination Activities, https://gilda.ct.infn.it/) spread over three continents and now a reference point for dissemination and training activities.

A t-infrastructure, i.e. an e-infrastructure for knowledge dissemination, is a complete Grid environment with a set of special features and specific solutions for knowledge dissemination available to teachers and students with devoted solutions.

This infrastructure provides in fact:

· its own basic services;

· its own Computing Elements (CE), Worker Nodes (WN), Storage Elements (SE) and User Interfaces (UI);

· customised facilities, thought to made easy tutorials implementation as a Certification Authority with ad hoc policies;

· a powerful interface able to hide the complexity of the argument to beginner users and independent from operating systems and devices used;

· specialised solutions for tutorials, as a collection of hands-on exercises books and simple instructions to guide the attendees in using the infrastructure to learn;

· specialised solutions for topics strictly related to knowledge dissemination.

The idea behind GILDA was to implement a parallel, independent test-bed entirely devoted to tutorials, with the same middleware and services available in the production test-bed. By this way while the production test-bed was free to evolve and to work without any problem bound to tutorial plans, with the GILDA test-bed we were able to provide several tutorials in parallel in different parts of the world.

The updating plans of the two test-beds are slightly different because while in the production test-bed we follow the users’ need, in the GILDA test-bed all is thought in function of the tutorials planned.

GILDA allows also trying the integration of new technologies and study as they interact with the platforms that already exist. In this way it is also possible to realize tutorials on new technologies before they are ready on the production Grid.

Moreover it is possible to test new applications and their integration into the Grid environment using a temporary VO, without any interference with the production Grid infrastructure.
The training activity about EGEE has two objectives:

· to train the users and application developers on how to run and/or port their applications on the EGEE e-infrastructure
· to train the resource managers of the project partners to deploy the Grid middleware on their resources and then join the EGEE e-infrastructure

Additional complementary training about specific Astrophysics tool like the Stellaris information services, the use of web interfaces for the Grid, and newly adopted software for data reduction and simulation is also required, and will be provided by Astrogrid-D and INAF partners.
A minimum of two training events will be organised during the lifetime of the project.
Work package description 
	Work package number 
	WP4
	Start date or starting event:
	

	Work package title
	Training

	Activity Type

	COORD

	Participant number
	1
	2
	3
	4
	5
	6
	7

	Participant short name
	INAF
	INFN
	AIP
	ESA
	UCam
	CNRS
	CSIC

	Person-months per participant
	6
	12
	6
	
	
	
	


	Objectives 

NA4 – Training

· production of training and course material; 

· support e-learning; 

· organisation of on-site courses. 




	Description of work (possibly broken down into tasks) and role of partners
T4.1: EGEE tutorials

This task aims to organise training courses for users, application developers and site managers about EGEE middleware, in order to enable both the porting of astrophysical applications to grid, and the deployment of gLite middleware on the partners’ computing resource. Training material will be produced and made publicly available after each course.
T4.2: Astrophysics software tutorials

This task aims to provide documentation, support and training courses for users and application developers about tools and services used in astrophysics research to be integrated into the grid




	Deliverables (brief description) and month of delivery
D4.1: Training Events Plan (M6)
D4.2: First Training Workshop (M9)

D4.3: Second Training Workshop (M12)

D4.4: Report on training activity and revised plan (M15)

D4.5: Final report on training activiy (M27)



Astrogrid-D:

Objectives

· train developers and users on the advantages and use of the Stellaris information service.

· train software developers to make use of grid web interfaces

· train and support users on the newly adopted software for data reduction and simulation

Description of work (possibly broken down into tasks) and role of partners

· Provide support for existing and new users of the “Stellaris” information server in the form of documentation, direct contact, workshops and common environments for issue tracking and collaboration. (AIP/ZIB)

· Grid developer support for the GridSphere portlet to the Cactus application for theoretical astrophysics (Manuals, workshop) (AIP/AEI)

· Tutorials including demonstration workflows for ProC; Provide user training and support (via forum, e-mail, and phone); Offer grid-related assistance to astrophysicists during research activities (AIP/MPA)

· Optionally: Conference / school where the above topics are also covered. (AIP/AEI)

Deliverables (brief description) and month of delivery

WP6 – SA2: Application Support
This activity aims to provide support to the porting of astrophysics application on the grid environment. The leading partner of the work package, INFN, has a longstanding experience in porting scientific applications to grid. It was involved since the beginning on the definition of the computing models of the High Energy Physics experiments at the LHC collider at CERN, promoting the use of the European Grid infrastructure within the pioneers projects DataGrid and DataTAG, and then with LCG and EGEE, so that now all of the LHC HEP research activity is based on the EGEE grid platform. INFN has also experience in porting astrophysics applications to grid, since it already collaborated within the national project Grid.It with one of the partners of the consortium, INAF. It contributed in the development of a grid-enabled access to astrophysical databases and in the porting to grid of the astrophysics applications making use of them.
This activity has strong relationships with the following other activities in the project:
· WP2 will select the astrophysics applications which more can benefit from their porting to the grid infrastructure
· WP4 will provide the needed training to application developers to understand the EGEE grid architecture and the better way to effectively port their applications on the grid

· WP5 will provide the grid services for the Astronomy Virtual Organisation, that will be used for run the applications 

· WP7 will collect feedback from application developers about possible enhancements of the middleware to better fulfil their requirements
Work package description 
	Work package number 
	WP6
	Start date or starting event:
	

	Work package title
	Support for the Porting of Applications

	Activity Type

	SUPP

	Participant number
	1
	2
	3
	4
	5
	6
	7

	Participant short name
	INAF
	INFN
	AIP
	ESA
	UCam
	CNRS
	CSIC

	Person-months per participant
	12
	18
	12
	
	
	
	


	Objectives 

SA2 - Support for the Porting of Applications

· provide generic/standard support to applications chosen within NA2 for their porting on the Grid.




	Description of work (possibly broken down into tasks) and role of partners

T6.1: Set up and maintain the support infrastructure

This task aims to set up and manage a portal with a set of typical services for user support: documentation, guides, trouble ticketing system, bug tracking system, knowledge base, examples, etc. 
T6.2: Consulting service

This task aims to analyse the proposed applications to be ported on grid,  plan their deployment on the e-infrastructure, and provide personal assistance to research teams involved in porting their applications on the grid throughout the lifetime of the project



	Deliverables (brief description) and month of delivery
D6.1: User support implementation plan (M6)
D6.2: Generic applications deployment plan (M6)
D6.3: User support and generic applications deployment report and revised plan (M15)

D6.4: Final report on user support and generic application deployment (M27)




WP7 – JRA1: Upgrade to middleware
This activity aims to enhance the present grid middleware deployed on the e-infrastructure in those areas which are identified as not completely adequate to satisfy the requirements typical of astrophysics applications. Some of them are already known, i.e. the lack of a mature solution to intensively access large and distributed databases integrated in the EGEE e-infrastructure.  Some others are expected to come from the JRA activities of WP8 (Interoperability with Virtual Observatory), WP9 (Grid-enabling of astronomical data reduction) and WP10 (Grid-enabling of numerical simulations).
It is envisaged that some effort will be spent to:

· upgrade the middleware to enable optimized data driven computing (to bring computation where the data are)

· allow the exploitation of grids based on different middleware stacks (e.g. Globus) 

INFN, having the main responsibility in the middleware re-engineering activity of EGEE, has the capability to properly design, implement, test and certify the required enhancements and adaptations of the gLite middleware distribution. At the same time INFN is also a main contributor to OMII-EUROPE project, which aims to provide new middleware components enabling interoperability among the main middleware stacks deployed around the world, namely Globus, gLite and Unicore, through the adoption of standard specifications commonly agreed in the context of the Open Grid Forum.
Work package description

	Work package number 
	WP7
	Start date or starting event:
	

	Work package title
	Upgrades to Middleware

	Activity Type

	RTD

	Participant number
	1
	2
	3
	4
	5
	6
	7

	Participant short name
	INAF
	INFN
	AIP
	ESA
	UCam
	CNRS
	CSIC

	Person-months per participant
	L
	18
	X
	
	X
	
	


	Objectives 

JRA1 - Upgrades to Middleware




	Description of work (possibly broken down into tasks) and role of partners
T7.1: analysis of requirements
This task aims to collect and analyse the  requirements coming from application developers and from other JRAs, and to evaluate the existing grid middleware eligible to be upgraded
T7.2: prioritisation and development plan definition

This task aims to rank the priorities and plan in details the activity of middleware development

T7.3: design and development of a prototype

This task aims to design and prototype the middleware components according with the development plan
T7.4: packaging, integration, testing and validation
This task aims to package the produced middleware, integrate it with the gLite distribution, and test its performance and robustness both standalone and while interacting with the other middleware components.


	Deliverables (brief description) and month of delivery

D7.1: Middleware upgrade development plan (M6)
D7.2: First prototype release of upgraded middleware components (M12)

D7.3: Middleware upgrade report and revised development plan (M15)

D7.4: Final validated release of upgraded middleware components (M24)
D7.5: Middleware upgrade report (M27) 



· access to database

· bring computation where the data are

· “grid of grids”

Astrogrid-D:

Upgrades to Middleware

Objectives

· Provide the the Stellaris Information Service for AGENA and extend its services. Stellaris, originally developed for and currently used by AstroGrid-D, provides information on grid resources and services on the basis of W3C semantic web standards. It is well suited for a diverse grid and astronomical use cases; for detailed description see section 1.2.

· [provision of a Grid API for the Cactus solver software, based on GridSphere, ]

Description of work (possibly broken down into tasks) and role of partners

By making Stellaris  available to other communities within the field of astrophysics, we want to establish a common and stable metadata infrastructure for Grid­platforms within the Astronomical community which include information providers and tools for metadata extraction from well­known formats (e.g. FITS, GLUE, RTML, VOTable, etc.). 

Tasks:

1. Introduce Stellaris to a broader user community in order to identify requirements of additional features and improvements for the users. Define demand for additional information providers and tools for metadata extraction. (AIP / ZIB)

2. Training – see Work Package 4 (AIP / ZIB)

3. Perform research resulting in improvements of reliability and performance through replication and efficient dissemination and collection of results from distributed queries integrating several information sources. (AIP / ZIB)

Deliverables (brief description) and month of delivery

D1 Stellaris base installation, documentation, support - M6  PM6 (AIP/ZIB)

D2 Gap requirement analysis from additional use cases and specification of new features - M12 PM6  (AIP/ZIB)

D3 Implementation, documentation and support of first set of new Stellaris features. Documentation of existing information providers and metadata extractors.  - M24 PM12  (AIP/ZIB)

D4 Implementation of second set of new Stellaris features, bugfixes, documentation and support, including    replication and distributed queries. -    M24 PM12  (AIP/ZIB)

Total: 36PM (AIP/ZIB)

�   Please indicate one activity per work package: 	


RTD: Research and technological development; COORD:  Co-ordination; SUPP: Support; MGT: Management of the consortium; SVC: Service activities.
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